LOCALIZATION OF INDUSTRY AND VERTICAL DISINTEGRATION
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Abstract—Theory suggests that vertical disintegration should be greatertive value of intermediate goods purchased from outside
areas where industries localize. This paper provides some evidence ; : ; : _
this implication is true for the U.S. manufacturing sector. Purchased inpgﬁbp“ers' as _opposed to intermediate goods produced inter
as a percent of the value of output is used as a measure of vertidally.) Following Adelman (1955), the value of purchased
disintegration. To measure the localization of industry, for each manufdgrputs as a percent of total sales is used as a measure of
turing plant the amount of employment in neighboring plants in the sal . . P - .
industry is determined. r\}‘iﬁgrtlc::_ll d|S|ntegr_at|qn. _CaI_I this measupelrchased-lnpgts
intensity. The main finding is that establishments within an
I.  Introduction area where an industry is localized tend to be more vertically
_ disintegrated in terms of this measure than establishments
N HIS FAMOUS tethOOk, Marshall (1920) discussed éutside of the localization area.

Inumber of ideas about the phenomenon of localizedThis paper employs a novel method for handling the
industries. One of these ideas is that geographic concengiapgraphical data. A large body of literature measures the&

tion of an industry makes it possible for a host of specializgdationship between industry concentration in an area and3

intermediate-input producers to emerge in areas where {#ious measures such as productivity, wages, or employ-Z

industry is localized. A closely related idea, discussed Byant growtrf A challenge faced in this literature is how to
Stigler (1951) in his classic paper, is that concentration 8Bal with the arbitrary nature of the geographic boundaries £
industry may encourageertical disintegration;i.e. the ;551 which the data collection is based. Typically, studies &
tendency to obtgln inputs f(or_n spe_mallzed outside supplig{Sye used employment in a city as a measure of industry§
rather than making them within an integrated pfant. concentration. With this approach, it is not clear whether San &
Marshall's idea that localization facilitates the emergengg. \isco and Oakland should be treated as the same of
of a wide variety of specialized suppliers has played dliferent cities. This study avoids this difficulty by holding

central role in a large body of theoretical wariStigler’s fixed the absolute size of the : . : .

. : geographic unit (a circle with a
theory hashbeegthe ba3|3 of.se\c/iet[al th.ec.JretlcaA ptim ragoius of fifty miles)’ Approximate longitude and latitude
progress’ as been n?a_e In determining wnether or rdinates for all manufacturing establishments are ob-
Marshall's and Stigler’s ideas have widespread emplrlc%i

relevance. A number of anecdotes and case studies iIIustrﬁ ned. For each manufacturing plant, I determine the

wroeup),

e L L
the emergence of specialized suppliers and vertical disin lghbors of the plant; i.e. the other plants that are within

gration for particular examples of localized industriég8ut ﬁt%/_:;”ez f;ggﬁ;ﬁggiﬂ;on urchased inputs, aggregated
it is hard to say whether these examples illustrate  a pap P puts, aggregatey

phenomenon that is rare or one that is common to the level of locations, with data on employment, at the g

This paper presents some preliminary evidence of a Iirq:ﬁtabllshment level. With these data, the paper obtains%

between localization of industry and vertical disintegratio?lsumates of the relationship between the purchased-inputss
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. ; _ 0
in the U.S. manufacturing sector. It considers census dataL'BWnls'tytOf.a %ant and theo:ev?I o;\empl?yrlnfgn(';_of n_elgtrr:b:)r 3
purchased inputs of manufacturing establishments. (This”ig plants in theé same industry. A central finding 1S that a ¢
plant with anywhere from 10,000 to 25,000 in own-industry 3

neighboring employment has a purchased-inputs intensity@

that, on average, is three percentage points higher than &
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publication April 21, 1998. . . . S
* University of Minnesota and Federal Reserve Bank of Minneapolis. €Mployment. To put this difference in perspective, note that, 3

| am grateful to Steven Berry, Peter Klenow, James Schmitz, and tire the manufacturing sector, purchased-inputs are on thed

anonymous referees for helpful comments. Any views expressed herein 0 _
those of the author and not necessarily those of the Federal Reserve B@x@er of 50% of sales for the average plant. So a three
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of Minneapolis or the Federal Reserve System. percentage-point difference is a change from 50 to 53, ans
! See also Hoover (1943) and Chinitz (1961). ) increase of 6%. This is the magnitude of the change in ~
C|2 Se?’lg;xamp'e' Rivera-Batiz (1988), Krugman (1991), andBoéz- | chased-inputs intensity that is found when moving from a
are . . . . . .
3 See Perry (1989) for a survey. plant in an isolated area to a plant in a localized area. This

*To begin, there is the famous example of the gun industry iastimate is not large, but neither is it negligible. It is also

nineteenth-century Birmingham (Allen, 1929). There are also studies . i -
the aircraft industry in Southern California (Scott & Mattingly, 1989), théfe/orth noting that this is the average change over the entire

printed circuits industry in Southern California (Scott & Kwok, 1989), and

a variety of industries concentrated in New York (Hall, 1959; Lichtenberg,

1960). All of these studies document the importance of specialized See, for example, Henderson (1986) and Glaeser et al. (1992).

suppliers in industrial districts. (Additional references can be found in” An alternative way to avoid the difficulty is considered by Ciccone and

Scott (1983).) Hall (1996). They look at density; i.e., they divide employment levels of
5] should also mention that there has been empirical work th#te geographic units by the land area of the geographic units. A problem

investigates some of Marshall's other ideas about why industries localizéth using density is that it does not take into account the fact that

In particular, Jaffe et al. (1993) present evidence on the enhanagblomeration effects can spill across the boundaries of the geographic

information flows that can occur when industries localize. units.

The Review of Economics and StatistMsy 1999, 81(2): 314-325
© 1999 by the President and Fellows of Harvard College and the Massachusetts Institute of Technology



LOCALIZATION OF INDUSTRY 315

manufacturing sector; for many industries, the change isThe pantyhose industry happens to be heavily concen-
larger. trated in North Carolina. Suppose there exists a pantyhose
The results of this paper are relevant for the followinfactory outside of North Carolina that is relatively isolated in
question: How does a change in the scale of production ath& sense that there are no other pantyhose factories within
location affect the organization of production at a locatiorffundreds of miles. The theories developed by Marshall,
Interest in this fundamental question dates back to Adatigler, and others suggest that this plant is likely to be more
Smith. The positive correlation | find in the data betweeyertically integrated than a plant in North Carolina. Suppose
vertical disintegration and localization is consistent with thge plant is completely integrated and does all three stages.
theory that an exogenous increase in the scale of indusfiiyen the cost of its purchased inputs is 0 (remember fiber is
leads to vertical disintegration. free), and the value of its sales is $1.50, so purchased-inputs
The results of this paper are also relevant, albeit to a lesgera percent of sales is 0. If the plant purchases its yarn butg
extent, to a second question: Why do industries localize?dBes knitting and finishing itself, then purchased inputs is 2
particular, is there any evidence that gains from being ablegg 50 and purchased-inputs intens@yl{ isi%oo = %
vertically disintegrate and purchase from a wide variety of Now consider plants in North Carolina where the industry
local suppliers is a contributing factor for why somes concentrated. Theory suggests that vertical disintegration
industries localize? My paper does not provide any direghould be prevalent here. Suppose production occurs ing
evidence on this question. Nevertheless, the paper servgfrae specialized plants. The first plant spins yarn from the
useful purpose. If | had found that vertical disintegratiofee fiper; itsPll is 0. The second plant buysP/arn for $0.50
were completely independent of localization, it woulging sells unfinished hose for $1.00; R# is 3. The third
suggest that increasing the opportunity for vertical disintegigrnt buys unfinished hose for $1.00 and sells finished hose
tion is probably not an important reason for industries ¥y $1.50; itsPll is 2. This example illustrates a well-known
localize. Since | found otherwise, it holds open the possibjladequacy oIl as a measure of vertical disintegration.
ity that it is a contributing factor, and it suggests that furthgdelman, 1955). Al three plants are vertically integrated to
workis warranted. , _ . the same degree as they all undertake one stage of th
My results must be interpreted with caution. My finding,.qqyction process. But they vary Ril because they vary
of a positive correlation between localization and verticgh how far downstream they are in the production process.
disintegration is not proof of causality. | cannot tell what ig)egpite this inadequacy of this measure, it is nevertheless
causing what, or whether some third factor that causgy, case that the sales-weighted avef@gef the plants in
localization and vertical disintegration induces a positivQorth Carolina (equal t(%) is greater than th@ll of the
correlation between these variables in the data. Anothgr i« qutside of North Carolina (equal to O in the fully-
reason for caution is that the measure of_vertical disintegia egrated case, ar%dn the partially integrated cas&o by
tion | use has well-known inadequacies; the observeghiing at this measure, we draw the correct conclusion for &
differences in purchased-inputs intensity that are found mgyc example that the plants in North Carolina are less 3

signify something else besides differences in vertical disint@sjca|ly integrated than the plants outside of North Caro-
gration. Given these difficulties, more research is needed”ﬁga
A

attack the question from different angles. This paper shou

. ) fundamental issue that must be addressed in thetd
be viewed as one small step in part of a larger researg

) ) ) roach taken here is this: if there are efficiency advantages3
agenda of assessing the relevance of Marshall’s and Stlglq #ocalizing the production of a particular industry, why
insights for today’s economy. ’

Th t of th . ved as foll Secti would anyone ever locate a plant in an isolated location
di € r1es t?] be p_ap_((ajr IS ofrgtﬁmze asfo (;)V.\;S' i e_c; |:_)n ithout any own-industry neighbors?
ISCUSSes the basic idea of the paper and Its Imitations 4, possible answer to this question is that a plant in ang

Section Ill describes the data. Section IV describes tli%%lated location may have some advantage that offsets their

_results. _SectionVconsiders an alternative_approach tha_t U3b8ence of agglomeration economies. There might exist ag
information about the location of specialized SUpp“er%\'/illingness to pay extra for a locally-produced good. The ~

Section Vi concludes. higher price a local plant might receive might enable the

Il.  The Basic Idea plant to break even despite its higher costs. Analogously,

there may exist some industry-specific supply factors at an

The idea of this paper is very simple and can be illustratgsblated location that might attract a plant (e.g., there might

with a stylized model of the pantyhose industry. Suppos@ some people in Montana who have always wanted to

there are three stages of production: spinning fiber into yaierk in a pantyhose plant). In either case, isolated plants

knitting yarn into hose, and finishing the hose (i.e., bleactll tend be more vertically integrated and have a lowér

ing and dyeing it). Suppose the cost of each stage of
production is $0.50 per pair of hose and, for simplicity, that

the fiber used in the first stage is a free good. Assume that tﬁér he ; figure is obtained by weighting the North Carolina plants by
value of output, as will be the case in the empirical analysis. Even in the un-

itive price of a pair of pantyhose is $1.50 (th oF
competitive price of a pair of panty O_se is $1.50 (the sum & ighted case, the mean of the North Carolina planfge»tceeds thell
the cost of all three stages of production). of the plants outside North Carolina.

1Y Woly papeojum

p//:d

1pd-Z0185566£597£00/2£92191/7§R/2/1 8/1pd-oponieASe)Npe W 108

g A

AINN NMO

ON 6Z UO Jasn A’



316 THE REVIEW OF ECONOMICS AND STATISTICS

than plants with many neighbors, so using my procedupeocedure | used to handle the geographic nature of the data
gets the right answer. set.

Another possibility is that production in isolated areas
may serve a different function than production in localized. The Variables Collected by the Census

areas. There are at least two ways that function can differ. . .
across locations. The data is from the 1987 Census of Manufactures. This

One difference in function between locations is a diffedata is collected at the establishment level (a factory or plant

ence in the kinds of products produced. For example, aka pgrticular location) as opposed tp the f"m level. Each
argued by Lichtenberg (1960), plants in concentrated ar gt_)hshment was asked to report information about the
(ike the garment industry in New York) might make2ctVity of the plantin 1987. .
fashion-oriented goods (e.g., evening gowns), while pIantsThelé<ey census varllable for my purposespu_rchased

in isolated areas might specialize in the production gjPuts:” This variable is the value of intermediate goods
standardized goods (e.g., nurse uniforms). There are rea n:eo! from other establlshmentg. According to the cen-
to believe that isolated plants making standardized goodts> ‘It includes the cost of materials or fuel consumed,

would tend to be more vertically integrated than plants int ether purchased by the indiyidual establishmgnt from A
concentrated areas. By looking RH, we should pick this other companies, transferred to it from other establishmentsz

up, so my procedure should get the right answer here. ghe sar?e company, or withdrawn fro'm invgntory during
other examples can be constructed for which things dofff¢ Year.” This purchased-inputs variable includes any :
work out so well. Suppose plants at two locations differ if€/9nt charges incurred in- shipping the inputs to the

the quality of the final product, with quality defined as hofgStaPlishment. The variable does not include the value of
fast a given unit of product is pushed through the productiGly Pusiness services obtained by the establishment. Thi
process. Plants at two different locations may actually ha@gISSion is unfortunate for my purposes, because many
the same level of vertical integration; e.g., they may each §gSiness services are likely to be exactly the kind of locally £
a single step only. But, if one plant does the step slower géoduce_d intermediate input that producers in _Ioc_allzed 3
make a higher quality final product), purchased inputs w reas will have greater access to than producers in isolatect

be a smaller share of the value of output. This secofiffas: Bec.ause the. purchased-'inputs varigble does no§
example shows that, if different locations specialize i#jCclude business services, my estimates are likely to under-g
different kinds of products, it is possible that my procedu ate the_ extent to which prOdl.JCt'(.)n.m localized areas is g
will give the wrong answer. The procedure might suggeStore disintegrated than production in isolated areas. .

that plants at different locations differ in the degree qf Two other census variables are important in the analysis.

vertical integration even if those differences do not exist. | € variableemployments the number of full- and part-
iontime employees of the establishment in mid-March, 1987.

%{Qe variableoutputis the receipts from sales of products that
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may specialize in different stages of the production proce
For example, for many years the U.S. auto industry w
organized with parts plants concentrated in Michigan arn
assembly plants spread throughout the cofiiityere can be i
some savings in transportation cost to having the final stages Construction of the Data Set

of production near final consumers. Suppose that partst s yseful to begin by explaining what the procedure
plants and assembly plants are vertically integrated to iyid be if ideal data were available. Ideal data would
same degree: they both undertake one task. The asseng@liysist of the records for each establishment in the 1987%
plants will nevertheless have a higftedf than parts plants census of Manufacturers. With these records, it would be &
because they are further downstream. In this case, a compggissible to pinpoint the exact location (the longitude and g
son of isolated plants (the assembly plants) with plants Wifityde coordinates) of each establishment. Suppose a circles
neighbors (the parts plants in Michigan), would reveal thgjith a fifty-mile radius were drawn around each plant. =
the isolated plants have a high&l than plants with pefine a neighboring establishment to be any establishment
neighbors. To the extent this factor is operative, examinifgat js located within this circle, i.e., within fifty miles as the
the difference inPIl between plants with neighbors andro flies. Next, calculate purchased inputs as a percent of
plants without neighbors will understate the extent to Whi(‘(ﬁhtput at each plant. The data are now ready to be used to
production in the localized area is more disintegrated.  determine the relationship between purchased-inputs inten-
sity and the amount of neighboring employment.
Ill.  The Data The ideal data set just described is not publicly available.

owever, a substantial amount of data is distributed on a

This section discusses the data. It begins by describing the" . : ) . .
variables collected by the census. It then explains trEiB ROM. This publicly available data permits an analysis

tthe plantin 1987. (The census calls this varialdkie of
ipments.

Z U0 1SN ALISHYIAINN NMOYE Ad Jpd'20185566€59Y

10The census actually refers to this variablecast of materialsFor my
9 See Rubenstein (1992). purposes, it is convenient to rename the variglehased inputs.
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that is surprisingly close to the one described above. Settithgin New Jersey.) Fortunately (for my purposes), there are
up this data involves two steps. The first step determines tie¢atively few establishments in states like Nevada.
neighboring employment of establishments. The second stefFor each establishmer define neighbof"" to be the
squeezes out the maximum information possible abagtal employment of neighboring establishments (those

purchased inputs from the publicly available data. located within fifty miles) that are in the same four-digit
industry as establishmeast This is own-industry neighbor-
C. Neighboring Employment ing employment. Note this variable does not include the

employment of establishmerd: it is the employment

The Location .Of Manufgcturlng Plants file reports th%utside of this factory located nearby. The variable is
number of establishments in each of seven employment siz

categories by four-digit industry and county. This is aﬁaefc#latetd bt|>.yhusmgt tge es_gmdatez for tge emplc()jyment bc;f 5
establishment-level data set. For each one of the 368, estapiishment described above. A second variables

manufacturing establishments existing in 1987, the data & ghboig™*, is related-industry neighboring employment,

provides information about the industry, the employmerit!iS 1S émployment of neighboring establishments within

size, and the location of the establishment. iketenote the he same two-digit industry as establishmenbut outside

four-digit industry of establishmerg, wheree indexes the Of the same four-digit industry. A third variable,

368,896 establishments in the data set. The employm8fighbog", is other-manufacturing neighboring employ-

variable and the location variable require more discussionment. This includes all neighboring manufacturing employ-
The seven size categories for the number of employg@ent except for employment within the same two-digit

are 1-19, 20-49, 50-99, 100-249, 250-499, 500-999, andustry as establishment All neighboring manufacturing

1,000 or more. | converted this categorical variable to @mployment of establishmerg is in one of the three

estimate of the employment for each establishment. For eawhtually exclusive categories: own-industry, related-

size class, | calculated the mean number of employees aclioskistry, or other-manufacturing.

all the establishments within the size class. (This informa-

tion is available from aggregate data.) For example, in the

1-19 size class, the mean of employment is 6 while, in tfe Purchased Inputs and Output

20-49 size class, the mean of employment is 31. For eac

establishmeng, defineemploynent, to be the mean number

of employees within the establishment’s size class. F

hI'he variablegpurchased inputgnd outputare not pub-
licly available at the establishment level. The census pub-
S — . hes aggregates for the entire United States and for selecte@
example, ifitis in the 1-19 classmployrent = 6, and, ifit 5 055 These areas can be states, metropolitan statistica]
isin the 20_.49 c_:lasgamp_loyr_\eng =31t __areas (MSAs), and counties. Selected areas vary for differentg
The_loc_:atlon mfo_rmatlon IS the_county that the esn"‘bl'sri‘ﬁdustries. For example, for the creamery butter industry £
ment is in. | obtained the longitude and latitude of thes_ 2021), this data is available for the state of Wiscon-

geographic center of each county and used these coordlnSI Sas well as for the United States, but for no other

to approximate the location of each establishment. Le . . o
— eographic area. In contrast, for the commercial printing

longitude, andloﬁ@itudee be the approximate longitude anqgndustry (SIC= 2752), this data is available for over 200
latitude of establishmert ; . ’
geographic units.

| define theneighborhoodf a plant as the county that the For each industry, | used the data available from the

plantisin, as well as the counties with centers that are Withire]znsus to partition the set of counties in the United States
fifty miles (as the crow flies) of the center of the county that P

the plant is in. This neighborhood will approximate to som to nc_»noverlapplng areai fOFdWhICh It '3 pOSSIb|fe toh
extent a circle with a radius of fifty miles drawn around th€teérmine aggregate purchased inputs and output for theg

location of the plant. To get some idea of how good thgstablishments in the areas. For example, there are two area$

approximation is, consider figure 1. To construct this figurd" the creamery butter industry: the first is Wisconsin and =

I selected some arbitrary counties to serveestercounties 1€ seécond is all of the United States except Wisconsin. (The
(counties illustrated in gray) and then determined tifiata for the latter is obtained by subtra_ctlng the Wisconsin
neighboring counties located within fifty miles of the centdPtals from the U.S. totals.) For some industries, | created
(counties illustrated in black). Outside the western states, fi@as that consisted of the balance of the counties in a state
neighborhoods look something like circles with a radius dvhen I had data on the state and some counties in the state)
fifty miles. In states like Nevada and Arizona, the neighbo@nd other areas that consisted of the balance of the counties
hoods look nothing like such circles because the counties #re2 MSA (when | had data on the MSA and some of the
so large. (Several of the counties in these states are biggeunties in the MSA).
Letia index a particular industryin a particular area.

1 Mean employment in the “1,000 or more size” class varies substaL-et purCh-ased |nput§ and output, .denOte the totals for
tially across industries. For this size class, the mean within the two-digghe.Se variables Obtam_ed by Summlng over the levels of the
industry was used. variables for all establishments in industignd area.
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318 THE REVIEW OF ECONOMICS AND STATISTICS

FIGURE 1.—A SaMPLE OF COUNTIES AND THEIR NEIGHBORHOODS

Type of County I Center County M Neighbor County
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E. The Industry/Area Data Set This suggests an aggregation of the neighboring employ-
ent data that uses establishment output share as the weigh
gfortunately, | do not observe establishment output share. 5

. s . Pyl
described in subsection D with the establishment-level dgfgVEVe" an establishment's output share will be rglated tog
on neighboring employment described in subsection C. its employment share, and | can construct an estimate ofg

The establishment-level data has to be aggregated ug-aplishment employment share by
the level of an industry/area in some way. Here is the o
procedure that | used. Note first that purchased-inputs employnent,,
intensity @I1) in an industry/area can be written as the Wea="—_ —
weighted sum of th@ll at the establishment level,

NITNMOYE

The industry/area data set is obtained by combining t
purchased-inputs and output data for each industry/a

®3)

employrent,

1202 J8aqWIBAON 62 UO Ja

purchased inputs Now, define average own-industry neighboring employment

Pll, = in industry/areaa by
output, 0
purchased inputs, ( neighbo"" = E Weiq - N€ighbO" . 4)
= 2 Weia - , ecia

ecia OUtpuEia
) ) ) ) Average related-industry employmengeighbofe@? and
Wlth the weights given by the establishment share Q(Ierage other-manufacturing employmeetghbof" are
industry/area output, defined in the analogous way.
Table 1 presents some summary statistics of the industry/
@) area data set. The first part of the table reports the distribu-
tion of number of areas across industries. There are 26

__outputy,

Weia

~ output,
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TABLE 1.—INDUSTRY/AREA DATA SET SUMMARY STATISTICS

A. Distribution of Number of Areas Across Industries

Number of Industries With

Number of Areas This Number of Areas
1 26
2-5 110
6-10 99
11 or More 224
Subset of Industries With Multiple Areas
Number of Industries 433
Number of Industry/Areas 8,096

B. Summary Statistics of Selected Area Variables

Description Notation Mean Std. Dev. Min. Max.
Number of Establishments numbey, 44.2 102.7 1 4226
Employment (thousands) employment 2.1 5.7 0.01 216.5
) purchased-inputs
Purchased-Inputs Intensity 100X ——m8M8M8M 47.3 14.0 1.9 102.9
output,
Neighboring Employment Measures (thousands of employees)
Own-Industry neighbog}" 2.3 4.7 0 74.1
Related-Industry neighboge'ed 25.4 31.6 0 195.2
Other-Manufacturing neighboger 315.3 320.3 0 1178.9

industries with only one area. (The census reports data omlyNorth Carolina (where this industry is heavily concen-
for the entire United States for these industries.) Thesated) should be higher than the averdgie of plants
industries will be deleted in the analysis below, becausatside North Carolina. This subsection investigates whether
there is no cross-sectional variation across areas within th#ésis simple prediction is true for the pantyhose industry and
industries. After this deletion, 433 industries remain. Approxwhether a similar relationship tends to hold for other
mately half of these industries have two to ten areas and tieographically concentrated industries like the pantyhose
other half have eleven or more. industry.

One possible concern about the aggregation here is thaf\s discussed below, the procedure | use in this subsection
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industries that are unconcentrated may be overrepresenteshakes sense only when it is applied to industries that areg
the data set. It is the case in these data that industries fieavily concentrated in a particular state. To determine g

which there are a large number of areas on average tend taubech industries are geographically concentrated, | employ
less geographically concentrated than industries for whitthe measure recently developed by Ellison and Glaeser
there are few aredd.However, the empirical analysis will (1997)13 Table 2 lists the forty most-geographically concen-
use establishment employment to weight the industry/argated industries according to this index, ranked in descend-
observations so that unconcentrated industries will not hawg order of the inde*? In this table, the center of the

a disproportionate effect on the results, even though thieylustry is defined to be the state with the highest share of

account for a disproportionate amount of areas. employment in the industry.
N The pantyhose industry (Women'’s Hosiery Except Socks)
IV.  Empirical Results is fifth on the list. North Carolina has a 62% share of the

gtional employment in this industry. THall is 53% in

orth Carolina and only 40% outside North Carolina. To the
xtent that purchased-inputs intensity is a proxy for vertical
Isintegration, there is greater disintegration inside of North

This section examines the relationship between purchasB
inputs intensity and geographical concentration of indust
The first part of this section presents some prelimina
numbers calculated in a simple way that avoids the comp

cated treatment of the geographical data explained in th@rolina than outside the state.

previous section. The second part of this section uses thérh.e pattern that thell is.higher in the center stgte thap
industry/area data set to examine the issue. outside the center state is true for 31 of the industries

A. Some Preliminary Numbers 13] use their estimates of the index that they report in the appendix of the
’ working paper version of their paper.

; i i~ti 1*More precisely, the top forty industries for which the data required by
Section Il stated a simple prediction. For the pantyho’?hee table are available. This eliminates fourteen industries.

industry, average purchased-inputs intenditil  of plants 15 A tendency for pantyhose plants in North Carolina to be vertically
disintegrated is consistent with what | have learned from talking to an
12 For example, the mean Ellison-Gleaser index (an index of concentimadustry source and examining census data on product shipments. It

@
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tion mentioned below) for industries with eleven or more areas is half t@pears that the movement of unfinished pantyhose across establishments

mean index for industries with ten or fewer areas. is more important in North Carolina area than outside this area.
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TABLE 2.—PURCHASED-INPUTS INTENSITY FOR LOCALIZED INDUSTRIES

Purchased-Inputs Intensity (%
Center Share of P ty (%)

Four-Digit Industry Center Employees (%) Center Rest of U.S.

2371 Fur Goods New York 77 71 60
2084 Wines, Brandy, Brandy Spirits California 78 58 54
2252 Hosiery, n.e.c. North Carolina 66 52 52
3533 Oil Field Machinery Texas 66 a7 42
2251 Women'’s Hosiery Except Socks North Carolina 62 53 40
2273 Carpets and Rugs Georgia 62 73 62
2429 Special Product Sawmills, n.e.c. Washington 59 59 55
3961 Costume Jewelry Rhode Island 54 40 36
2895 Carbon Black Texas 39 56 53
2874 Phosphatic Fertilizers Florida 54 68 70 9
2061 Raw Cane Sugar Hawaii 32 46 71 3
2281 Yarn Spinning Mills North Carolina 49 58 61 E.;:
2034 Dehydrated Fruits California 59 57 41 g
2083 Malt Wisconsin 43 69 69 g
2221 Weaving Mills, Synthetics South Carolina 41 57 55 i
2284 Thread Mills North Carolina 46 65 60 g
2282 Throwing and Winding Mills North Carolina 40 79 68 2
2257 Circular Knit Fabric Mills North Carolina 44 65 57 8
2262 Finishing Plants Synthetics South Carolina 39 76 70 El
2436 Softwood Veneer and Plywood Oregon 38 62 59 g
2296 Tire Cord and Fabric Georgia 45 64 59 5
3465 Automotive Stampings Michigan 40 54 58 s
3861 Photographic Equipment Massachusetts 9 38 32 2
2211 Weaving Mills, Cotton North Carolina 33 53 53 E
2387 Apparel Belts New York 46 50 45 S
3552 Textile Machinery South Carolina 31 45 44 %
2397 Schiffli Machine Embroideries New Jersey 36 52 40 @
3716 Motor Homes Indiana 40 72 73 &
2021 Creamery Butter Wisconsin 29 93 90 g
3171 Women’s Handbags and Purses New York 42 44 42 I
3572 Computer Storage Devices California 48 51 50 §
2824 Organic Fibers, Noncellulosic South Carolina 26 54 50 ®
2046 Wet Corn Milling lowa 28 52 58 a
2044 Rice Milling Arkansas 29 85 61 §
2022 Cheese, Natural and Processed Wisconsin 35 83 78 3
2512 Upholstered Household Furn. North Carolina 34 51 50 S
3711 Motor Vehicles and Car Bodies Michigan 37 74 73 g
2261 Finishing Plants, Cotton North Carolina 19 57 57 g
3743 Railroad Equipment Pennsylvania 39 42 56
2258 Lace and Warp Knit Fabric Mills North Carolina 33 60 59

Mean Values 59.6 56.6

considered. (The nine exceptions are in bold print.) Henaggtional employment of the industry. When a state has a
the predicted pattern holds for an overwhelming majority ddrge share, it by no means implies that the industry is
the industries. To give some sense of the statistical signibarticularly concentrated in the state, in the sense of plants in
cance of this finding, consider a null hypothesis that, fortae state having relatively many neighboring plants.
randomly selected industry, the probability is one-half that The procedure has limitations even when applied to
the PII is greater inside the center than outside it. Themdustries that are concentrated. The procedure lumps to-8
when sampling forty industries, the probability of drawingether all the production outside of the center state and some”
31 or more industries in which the measure is greater in tbé this production might be at concentrated locations.
center is only 0.0003. (This is the probability of drawing 3Analogously, the procedure lumps together all the produc-
or more heads in 40 flips of a fair coin.) The averaggon inside the center state, and, if the state is big, there may
difference across the forty industries betweenRiein the be substantial variations in concentration across the state.
center and thell outside the center is 3.0 percentage pointall of these limitations lead me to consider analysis of the
Under the null hypothesis that these forty industries ajiedustry/area data set where these difficulties are avoided.
drawn from a universe where the average difference is zero,
the probability of drawing an average difference bigger than
3.0is 0.01. B
This procedure does not make sense when applied to
industries that are diffuse. For such industries, big stated now consider various regression models to determine the
such as California will tend to have the largest share cflationship between purchased-inputs intensityl  and
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TABLE 3.—PURCHASEDINPUTS INTENSITY AND NEIGHBORING EMPLOYMENT COEFFICIENT ESTIMATES FOR REGRESSIONMODELS
(NEIGHBORING EMPLOYMENT IN 1,0005)

Estimated Coefficients for Linear and Cubic Models

Own-Industry Related-Industry Other-Manufacturing
Level Level Level Level Level Level Level Level Level
Model (1,000) Squared Cubed (1,000) Squared Cubed (1,000) Squared Cubed R?

1 0.04 — — — — — — — — 0.001
(0.01)

2 0.04 — — 0.000 — — — — — 0.001
(0.02) (0.003)

3 0.05 — — 0.009 — — —0.0013 — — 0.002
(0.02) (0.004) (0.0004)

4 0.35 -0.013 0.00012 —0.054 0.0009 —3.0E-6 0.0025 —1.4E-5 1.0E-8 0.006
(0.07) (0.003) (0.00004) (0.023) (0.0003) (1.2E-6) (0.0032) (0.7E-5) (0.4E-8)

Estimated Coefficients for Size-Class Model

Own-Industry Related-Industry Other-Manufacturing

Model 0-0.5 0.5-25 25-10 10-25 25 0-25 25-10 10-25 25-100 160 0-10 10-25 25-100 100-500 560 R?

5 X 0.6 0.2 14 20 — — — — - - — — — 0003
(02) (03) (0.4) (0.6)

6 X 1.2 14 31 37  x 08 08 0.1 10 x 18 09 -02 -10 0.009
(03) (0.4) (0.6) (0.8) (0.4) (05 (0.6) (0.7) 0.9  (0.6) ©.7)  (0.7)

own-industry neighboring employmentgighbof"") in the Models 2 and 3 consider what happens in the linear model
industry/area data set. when related-industry neighboring employment and other-

My procedure allows for industry fixed effects by differrmanufacturing employment are added as additional vari-
encing the left-side variable and the right-side variables laples on the right-hand side. Adding these additional regres-
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the PII in an industry/area (differenced from the industrgwn-industry neighboring employment.
mean) against the average levels of neighboring employ-There are a priori reasons to believe that the relationship
ment variables (also differenced from industry means). | ubetweenPIl and neighboP"" employment should be con-
weighted least squares with the weights given by the numlzawve. An earlier version of this paper presents a model in
of establishments in an industry/area with a correction wehich this is the case. If nothing else, the fact tRdl is
take into account the asymmetry of establishment sibeunded between 0 and 100 suggests it is useful to consideg
among establishments within an industry/area. (This proae-nonlinear relationship. Models 4, 5, and 6 are three g
dure is explained in the appendix.) The motivation for usirgjternative nonlinear models. Before discussing the results,
this procedure is that, under certain assumptions, it identifiess useful to discuss the relevant range of the data. The 3
what the parameter estimates would be if | were to run theedian establishment has an own-industry neighboring g
same regressions with establishment-level data (as opposewbloyment of 0.9 (thousand). Five percent of establish-
to the industry/area-level data that is actually used). ments haveeighborP""equal to zero. At the other end of the
Table 3 presents the estimated coefficients for six alterrdistribution, 5% haveeighbo®""equal to 19,000 or more.

tive models. Model 1 is a simple linear model in whieh is Model 4 estimates a cubic equatiBrThe estimate of the
regressed againaeighborP*". All the neighboring employ- relationship betweeRlIl and neighboP"" is very different
ment levels in the table are denoted in units of 1,0G6om the linear model. The slope at 0 in this case is 0.35,
employees. The estimated coefficient aeighboP"" in  seven times the slope of 0.05 in the linear model. Given the
Model 1 is 0.04. Under the assumptions discussed in thegative estimate of-0.013 on the squared term, the
appendix, the estimated coefficient can be given the followelationship is concave for smatieighboP*". For neigh-
ing interpretation. In a cross section of establishments withioro“"in the range of 0 to 19,000 (a range that contains 95%
an industry, the conditional expectation of purchased inpudball establishments), this cubic function is strictly increas-
as a percent of output increases by 0.04 percentage points
with a 1,000 increase in own-industry neighboring emp|0¥-16 To estimate this model, I begin with the establishment-level data set. |

. L hen square and cube the establishment-level neighboring employment
ment. Note that, while the conditional mean depends UPQtiaples. Next, | aggregate to the area level by taking the weighted
neighboP"" in a statistically significant way, only a smallaverage as in equation (4). Note that, because of the nonlinearities here,

fraction of the within-industry variation irPll can be this procedure is different from what | would get if | first aggregated to the
area level, and then squared and cubed the variables. Given the assump-

.. 7 o
accounted for by variations ineighbor*". (The R* is only tions made in the appendix, the approach | am taking is the appropriate
0.001)) way to go. | do an analogous thing with models 5 and 6.
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ing and strictly concave. The estimate of this cubic equatisignificant. In model 4, the cubic model, the estimated
implies that, if we compare two establishments, one wittifference between a plant with a positiveighboreaedand
neighboe"" equal to 0 (the fifth-percentile establishmentjpne withneighboreated = Q is actually slightly negative, for
the other with neighboP"" equal to 19,000 (the 95th- most of the relevant range akighboreaed18 These results
percentile establishment), with the other variables heddiggest that neighbors in related industries (i.e., ones with
fixed, thePIl of the second plant is higher by 2.9 percentagbe same two-digit but a different four-digit SIC code) may
points. This is a substantially bigger effect than what | get imot be close substitutes for neighbors in the same industry
the linear model, where the expected difference is approkones with the same four-digit SIC code).
mately one percentage point (0.9519 X 0.05)1/ The estimates of the effect of other-manufacturing neigh-
Models 5 and 6 consider an alternative nonlinear modelliors are similar in models 4 and 6. Plants witkighbopther
which the relationship is assumed to depend upon sizethe range from 10,000 to 100,000 on average HaNe
classes of neighboring employment. One reason for considlues that exceed those of isolated plants wilyhboether
ering such a model is that the estimated coefficients dess than 10,000. However, plants in the most populous area
easier to interpret than the coefficients of the cubic equatiactually tend to have a slightly lowd?ll than the most-
To estimate models 5 and 6, each establishment waslated plants. This is surprising, because one might expec
classified into one of five groups based on the establighat urbanization effects alone will would lead to vertical
ment's own-industry neighboring employment (in thoudisintegration.
sands):0-0.5, 0.5-2.5, 2.5-10, 10-28nd 25+. On the
basis of this classification, four dummy variables wereV. Evidence from the Location of Specialized Suppliers
constructed with th@-0.5group being the excluded group.
Thus, if an establishment is in th&-0.5 group, the four

neseynpe W joenp//:dpy tioy pebojumog

This paper looks for evidence that plants in agglomera-

dummy variables are zero; if an establishment is in tﬁié)ns are Ie_ss vertically iniegrated than p'af“s qutsi_de Off-'f
0.5-2.5 group, the first dummy variable is 1 and thé”algglomeratlons. The strategy used up to this point in the &

femaining hre are zero; and so on. Anlogous rouprfiRP 1 [0 262 Whetner o ot plnts i agolomeratons enc.
were constructed for related-industry and other-manufactur- P P y N

. . . . . nts.
ing neighboring employment. These various groupings . . . .
displayed in the bottom of table 3. An alternative strategy is to examine the location of

Model 5 includes only the own-industry variables. Modeﬁp.eCiaIized suppliers. Theory suggests that specialized sup

6 adds to this the related-industry and other-manufacturifgcr> €Merge In agglomerations. According to the theory,

variables. Since model 6 is comparable to model 4, | disc 2gnts "? agglomeration; tqnd to outsource v_arious stages Of:%
it first ' production to local, specialized suppliers, while plants not in

In model 6, the coefficient estimate on tBe&5—2.5size agglomerations tend to undertake these stages of productiory

class dummy is 1.2. The interpretation of this coefficient as vertically-integrated establishments. Theory implies that<

that the average difference Rl between establishments,a dlsproportlon'ate amount qf specialized suppliers wil
merge at locations where an industry agglomerates.

with 500 to 2,500 in own-industry neighboring employmenﬁ ! . ) -
and those, with less than 500, is 1.2. In calculating the eWhIle this second strategy has promise, two data limita-

1 1 1 m
differences, the industry of the establishments as well as gs make it a difficult one to pursue. First, the census doesg

related-industry and other-manufacturing neighboring erﬂQt’ in g_enera], distinguish bet\_/veen specialized sup_pli_ers_ca
ployment groups are held fixed. Now, consider the remai?irJOI v_ertlcally-m_tegrgted e;tabllshmeqts when classifying g
: ' (?stabllshments into industries. Establishments that under-s

ing coefficients on the own-industry dummy variables fo : . : N
model 6. These coefficients are all statistically significartf'ilke two stages of production routinely get lumped into the ;

from zero. Furthermore, they monotonically increase as wame m_dustry as estqbllghmgnts thgt undertake one stage
move across the row, from 1.2 t0 1.4 t0 3.1 t0 3.7 production. Second, linking industries by vertical stage of

The estimated coefficients in model 5 are approximateWOducuon is a complicated project.

half of the corresponding estimates in model 6. Neverth%—ésh:‘\ézt?:f;?t;?;n'snggSrfg’gngéeﬁ'lﬁi'sngg;tigr’] fcl)rb\évr}'ﬁgn
less, the differences between the0.5 category and the ) ’ 9

- : L s ... exploration of how one might examine the location patterns
(1:2m25and25+ categories remain highly statistically signifi of specialized suppliers, using data from this industry. | find

| now briefly discuss the coefficients on the relatec©me evidence that the location patterns of specialized

industry and other-manufacturing variables. In model 6 tﬁélppliers in the textile ind_ustry i_s consistent with the earlier
) ' gsults about purchased-inputs intensity.

averagePlls for establishments in the related-industry siZs Do .
. : The census three-digit industry SIC 226 consists of plants
classes above 2,500 are slightly bigger thanReof the foat dye and finish textiles. The census is explicit that this

—2. .H h iff isti . T .
0-2.5group. However, these differences are not statlst|ca| dustry consists of specialized plants. These are “establish-
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17 Another way to allow for a concave relationship is to use
log(1 + neighbor*") as the functional form. In this case, the estimate of 18 Forneighboreatedin the range from 0 to 100,000 (which contains 95%
the change from 0 to 19,000 is 2.2 percentage points. of all establishments), the difference ranges from 6 fo
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TABLE 4.—FRACTION OF COUNTY NEIGHBORING TEXTILE EMPLOYMENT IN FINISHING BY NEIGHBORING TEXTILE-EMPLOYMENT SizE CLASSES

By Neighboring Textile-Employment Size Classes

All Counties 1-99 100-499 500-999 1,000—-4,999 5,000-9,999 10,000 and Above
Mean 0.096 0.163 0.057 0.056 0.052 0.096 0.091
Median 0.018 0.000 0.015 0.011 0.008 0.060 0.080
Number of Counties 2,390 776 479 261 471 128 275

ments primarily engaged in finishing purchased . . . fabriosmployees in neighboring textile plants. Ignore this group
or finishing such fabrics on a commission basis,” (U.Sor now. The next group is counties with between 100 and
Bureau of Census (1987, p. 91)). Integrated plants that finié@9 in neighboring employees. The mean-specialization €
fabric that they make themselves are excluded. In tHigction across these counties is 0.057. The means for theg
section, theextile industryis defined as all establishments imext two size classes are approximately the same. The mean§
the two-digit SIC 22 (Textile Mill Products), argpecialized of the last two size classes are substantially larger at 0.0965
finishing plantsare the subset of the textile plants that are isnd 0.091. The table suggests that there is a critical
SIC 226. agglomeration size of approximately 5,000 neighboring &
The first question | consider is whether the results @mployees such that, when locations exceed this level, the
purchased-inputs intensity that | obtained for the manufacturean specialization fraction increases from 0.05 to 0.09.
ing sector as a whole apply for the textile industry in Now turn to the first group of counties with fewer than
particular. | reran the regressions reported in table 3 with juso in neighboring employment. The mean specialization
data from the textile industry, and the results are similar #gction is 0.16, the highest of any group. This result might &
results for all of manufacturing. ConSider, for example, t%pear to be inconsistent with my hypothesis’ but it actua”y =
simplest regression oPIl on own-industry neighboring has a simple explanation that is not damaging to my S
employment (where the own industry is all textile plantsypothesis. Suppose a mean fraction of 0.16 were to arise fors
SIC 22). The estir_na'ged coefficient is 0.08 with a standafgig group on account of a typical county in this group
error of 0.03. This is larger, but of the same order gfyying a single specialized finishing plant with 8 employees &
magnitude, as the estimate of 0.04 in Table 3 for thg,q another textile plant with 42 employees that is not ag
manufacturing sector as a whole. The estimated coeffiCieieialized finishing plant. If the latter plant were to weave
changes little whether or not | also include other manufactyffinished cloth and then were to pass this along to the local
ing in the regression and whether or not | control fOfnishing plant—and if this were the typical situation for
four-digit fixed effects. o , _counties in this group—it would certainly be inconsistent
The second question | consider is whether a disproportiqpgy, my hypothesis that plants outside agglomerations tend

ate amount of specialized finishing plants are at Iocaﬂog; vertically integrated. However, this is not the typical

whe_re the tex_'ule mdust_ry agg_lomerates_. The best way to ftuation with counties in this group. More than half of these
this is not obvious. In this section, | consider a method thaté unties have zero employment in specialized finishing

in the same spirit as my method for looking at purchas_ ants. The high mean-specialization fraction is driven by
inputs. For each county, | calculated the amount of textile

employment in the county and in neighboring countiege existence of counties that have a single plant that doe
within fifty miles. Denote this byneighbot™ " for a given nly finishing (so the specialization fraction is 1 in this

countyc. The variableneighbof®*®is above zero for 2,390 case)_. That is, there is not a (_IIIVISI.On of I_abor in these 3
counties where one plant specializes in weaving and another§

of the 3,140 counties in the United States. For those Coumfesﬁnishin Rather. for whatever reason. there haopen to 3
that have positive neighboring textile employment, | defing 9- ’ ' PP g

the specialization fraction to be the fraction of the neighbo?—X'St some counties that have isolated finishing plants that

ing employment that is in specialized finishing plants, |mpo_rtunfinisheq textil_es from outside the area.
g employ P gp This above discussion suggests the median might be a

neighborns" more u_seful statistic to look at to see whgt is happening in
Yy TTe the typical county. For the median, there is no anomaly for
neighbof®<e” the group with under 100 in employment. Examining the
median reveals a clear pattern. The typical county with
If there is greater vertical disintegration in agglomeratiofewer than 5,000 in neighboring textile employment has a
areas, the specialization fraction should be relatively high $pecialization fraction that is essentially zero. The typical
counties with a high amount of neighboring textile employsounty with 5,000-9,999 has specialization fraction of 0.06,
ment. while a county with more than 10,000 has a specialization
Table 4 reports the mean and median specializatifraction of 0.08. This result is consistent with my earlier
fractions across counties by neighboring employment sitieding that the purchased-inputs intensity measure is greater
classes. The first group is counties with fewer than 100r plants inside agglomerations.
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VI. Conclusion Lichtenberg, Robert M.One-Tenth of a Nation: National Forces in the
Economic Growth of the New York RegioiGambridge, MA:
This paper considers purchased-inputs intensitl)(as a Harvard University Press, 1960).

. L . . ._Marshall, Alfred,Principles of Economics3th edition (London: Macmil-
measure of vertical disintegration. It finds that establish! lan, 1920).

ments located in areas where an industry is concentratedrefry, Martin K., “Vertical Integration: Determinants and Effects,” in

i i i Richard Schmalensee and Robert Willig (ed$dandbook of
average haveRll that is three percentage points higher than Industrial Organization,Volume 1 (Amsterdam: North-Holland,

establishments located in areas where an industry is not 1ggg).
concentrated. This three-percentage-point figure is arrivetRafera-Batiz, Francisco L., “Increasing Returns, Monopolistic Competi-

i ; ; tion, and Agglomeration in Consumption and ProductioRé-
through two different approaches. The first approach is gional Science and Urban Economits (1988), 125-153.

simple; it considers only the most-conce_ntrated industriRgdrguez-Clare, Andre “Multinationals, Linkages, and Economic Devel-
and compares thiell of the leading state with thiell of the opment,”American Economic Revie®8 (1996), 852-873.

; enstein, James MIhe Changing U.S. Auto Industry: A Geographical
rest of the country. The second approach is somew/&P Analysis(London: Routledge. 1992).

complex. It develops procedures to estimate Hilwaries scott, Allen J., “Location and Linkage Systems: A Survey and Reassess-
with the amount of own-industry neighboring employment  ment,” Annals of Regional Sciend& (1983), 1-39.

: : : : ott, Allen J., and E. C. Kwok, “Inter-Firm Subcontracting and Loca-
of a plant. The three-percentage-point difference cited is tﬁ(é tional Agglomeration: A Case Study of the Printed Circuits Industry

average difference between plants with 10,000 to 25,000 in  in Southern California, Regional Studie5 (1989), 405-416.

Own_industry neighboring emp|0yment and p|ants witReott, Allen J., and Doreen J. Mattingly, “The Aircraft and Parts Industry
. . . in Southern California: Continuity and Change from the Inter-War
fewer than 500 in neighboring employment. Years to the 1990s,Economic Geograph§5 (1989), 48-71.

The paper estimates the average relationship for the ensrigler, George J., “The Division of Labor is Limited by the Extent of the
i i it i i Market,” Journal of Political Econom$9 (1951), 185-193.

man.UfaCtl.mng sector. In doing so, itignores the fac_t that tfllfs Bureau of CensuStandard Industrial Classification Manu@lVash-
re_latlo_nshlp should be. e_xpected to vary across industrieS” “jgion D.C.: Office of Management and Budget, 1987).
with different characteristics. For example, | have found that
my estimated relationship is being driven by the industries
that tend to be geographically concentrated. When | consider  AppeNDIX: THE REGRESSION PROCEDURE
only concentrated industries (industries in the top half of the
Ellison-Glaeser index), my estimate of the effect doubles. This appendix presents a simple statistical model to motivate the empirical
When | consider only industries in the bottom half, m rocedure that was employed. Consider a statistical process that operates atth§

el of each establishment. Suppose that the purchased-inputs intensity ofg

estimate of the effect goes to zero. So mdUStry charactef fablishmente in industry i in areaa equals a linear function of the

tics matter. In future work, it would be useful to incorporateeighboring own-industry employment of the establishment plus a random
industry characteristics into the analysis. variable,
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purchased inputs,

= o . i pwn .
outpUL, a; + Bineighbo" + eqa (5)
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employment shares into equation (8) to obtain an estimate of the relatities case, the paramet@rcan be estimated by differencing the data by the
variance and use the inverse as the weight in the weighted-least squardgstry means of each variable using as weights the inverse of the relative
procedure. variance (8). | differenced the data in this way and used the differenced

Consider the hypothesis that all the industries in a certain group dta for all of the analysis. This procedure removes the industry fixed effect
industries have the same slope term but can vary in the intercept term; kgefrom the data. Because of this differencing of the data, no constant terms
Bi = B for all industries in this group, buty; # «; can happen far#i’.In  are reported.

1202 19quIAON 6 U0 Jasn A LISHIAINN NMOHE Ad 4pd'Z0185S66€59Y€00/2E92 191 /1 1LE/2/1.8/ipd-BloEASI/MPa JIWI0RIIP//:d]RY WOl papeojumog



