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Urbanization in the US

Urbanization in the US

Use the monocentric city model to understand urbanization in
the US and Europe.
Basic idea: Urbanization reflects a trade off between:

Rising urban productivity.
Improving public health in cities.
falling commute costs.

The monocentric city model and the idea of spatial equilibrium
seems to fit the facts pretty nicely.

In this lecture, we present some stylized facts about development
in both regions and try to relate them using the moncentric city
model.
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Urbanization in the US

Stylized facts

The following series of slides presents evidence about the
following feartures of US economic and urban development,

Agricultural output has risen dramatically

All output has risen dramatically.

Urban share of population has risen dramatically. Mostly in
the suburbs, since 1950.

Urban productivity increases with city size.

Urban mortality premium has fallen over time.

Urban wage premium has been about constant (as a share)
over time.
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Urbanization in the US

Agricultural Share of Population, US 1820-2012
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Note: Percent of Employment in Agriculture in the United States,
Annual, FRED Graph Observations, Economic Research Division
Federal Reserve Bank of St. Louis. The agricultural share of
employment has declined from about 72% in 1820 to about 1.5%
in 2012.
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Urbanization in the US

Wheat Yields, US 1866-2019
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Note: From US Historical Census. Agricultural yields have increased
more than fast enough to keep everyone fed.
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Urbanization in the US

US GDP from 1800 to 2016
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Note: Real per capita GDP in constant 2011 dollars from Bolt and
Van Zanden (2014). From 1800 to 2016, US incomes increased
from 1980$ to 53015$, a factor of about 27.
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33 
 

 

 
Figure 1: Before 1950, the urban share only includes residents living in incorporated places. From 1950 
onward, the urban share includes residents living in both incorporated and unincorporated places. Data on 
urban population shares are from the U.S. Census Bureau. Metropolitan area population shares were 
calculated using data and the contemporaneous definitions provided by IPUMS in each year.  
 

Boustan et al. (2013)
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Urbanization in the US

34 
 

 
Figure 1.1: Before 1950, the urban share only includes residents living in incorporated places. From 1950 
onward, the urban share includes residents living in both incorporated and unincorporated places. Data on 
urban population shares and region definitions are from the U.S. Census Bureau.  

Boustan et al. (2013)
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Figure 2: Population densities were calculated from Haines (2010). Region definitions follow the Census. 

Boustan et al. (2013)
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Figure 5: City and suburban population growth by decade, 1940–2000 

 
Figure 5: Source is Boustan and Shertzer (2013). Values refer to the decade ending in the census year on the 
x-axis. Sample includes 103 metropolitan areas anchored by a city that had at least 50,000 residents in 1970. 
City and county population are taken from the City and County Data Books. The 1970 county definitions of 
metropolitan areas are applied in all years. Suburban population is computed as the total metropolitan area 
population minus the city population. 

 

Boustan et al. (2013)

Copyright 2025, Matthew Turner 11



Urban Productivity Premium for the US and Europe

987Glaeser and Gottlieb: The Wealth of Cities

in the 1970s, and no significant relationship 
since then. Incomes are converging, but this 
is not because people are moving dispropor-
tionately to high wage areas. 

Does the phenomenon of income conver-
gence suggest that current income differ-
ences are only temporary? Figure 2 shows 
the 0.77 correlation between the logarithm 
of income per capita in 1970 and income 
per capita in 2000.3 There has been some 

3 This correlation is substantially lower if 1960 rather 
than 1970 is used as the initial point. The very high 
degrees of income convergence over the 1960s make that 
decade somewhat unusual over the past forty years. 

 convergence since 1970 but, over thirty years, 
rich places have stayed rich and poor places 
have stayed poor. This continuing income 
disparity has motivated urban economists to 
think about a spatial equilibrium where dif-
ferences in per capita income and prices can 
persist for many decades. 

2.1 The Spatial Equilibrium

The methods employed by urban and 
growth economists differ along one major 
dimension. Cross-national work rarely, if 
ever, assumes that welfare levels are equal-
ized across space. After all, one goal of 
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Figure 1. Productivity and City Size

Notes: Units of observation are Metropolitan Statistical Areas under the 2006 definitions. Population is from 
the Census, as described in the Data Appendix. Gross Metropolitan Product is from the Bureau of Economic 
Analysis.
 
The regression line is log GMP per capita = 0.13 [0.01] × log population + 8.8 [0.1].
R2 = 0.25 and N = 363.

(Glaeser and Gottlieb, 2009) y is ln(Gross Metropolitan Product),
x is ln(Metropolitan Population)

US cities are more productive as they are larger, today. Doubling
city population increases GMP by about 13%. Such effects are
usually called ‘agglomeration economies’ (much more on this
later).Copyright 2025, Matthew Turner 12



Urban Productivity Premium for the US and Europe

989Glaeser and Gottlieb: The Wealth of Cities

absorbed over long periods by largely perma-
nent migration. Raven E. Saks and Abigail 
Wozniak (2007) find that migration flows 
respond strongly to business cycle variables 
and do so differentially for workers in differ-
ent stages of their careers, and Glaeser and 
Charles Redlick (2008) find that education 
influences the size of migration flows. 

The slow migration response to local 
shocks does not imply that spatial equilib-
rium holds only over long periods. As long 
as house prices or rents can change quickly, 
the price adjustment suffices to maintain the 
spatial equilibrium. Glaeser, Scheinkman, 
and Shleifer (1995) use a spatial equilibrium 

model where migration responds slowly to 
shocks but the spatial equilibrium is always 
maintained because of housing price flexibil-
ity. This leads us to ask if this occurs in prac-
tice: Do housing costs actually move enough 
to equalize utility levels across space?

If anything, Glaeser and Gyourko (2006) 
find that there is too much housing price vol-
atility relative to volatility in local incomes. 
More generally, measurement difficulties 
mean that it is quite difficult to reject the 
hypothesis that welfare levels are equalized 
across space. The difficulties of assessing 
expected housing price appreciation makes it 
difficult to measure expected housing costs 

Figure 2. Income Over Time

Notes: Units of observation are Metropolitan Statistical Areas under the 2006 definitions, using Metropolitan 
Divisions where applicable. Data are from the Census, as described in the Data Appendix. 

The regression line is Income 2000 = 0.77 [0.03] × Income 1970 + 3.75 [0.26].
R2 = 0.60 and N = 363.
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(Glaeser and Gottlieb, 2009) City GMP is persistent and so is city
size. The relationship between size and productivity is persistent.
It’s not just a statistical oddity.
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Urban Productivity Premium for the US and Europe

VOL. 11 NO. 2 15HSIEH AND MORETTI: HOUSING CONSTRAINTS AND SPATIAL MISALLOCATION

TFP.—Since local employment is a function of local TFP and the local wage, we 
can invert this relationship to express local TFP as a function of employment and 
wages. Specifically, equation (2) can be expressed as

   A  i  
  1 ______ 1−α−η    ·  T i   ∝  L i   ·  W  i  

  
1−η ______ 1−α−η    .

 differences in wages across cities of different size. De La Roca and Puga (2017) finds that workers in larger and 
higher wage cities do not have higher unobserved initial ability, as measured by the individual fixed effects in a 
wage regression. These findings are consistent with Glaeser and Maré (2001). 
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Figure 2. Spatial Distribution of Nominal Wages

Notes: The graphs show the distribution of de-meaned log wages across MSAs weighted by MSA employment in 
the relevant year. Conditional wage controls for three levels of educational attainment (high school dropout, high 
school, college), race, gender, age, and union status in each metropolitan area. The sample includes 220 metropol-
itan areas observed in both 1964 and 2009.

(Hsieh and Moretti, 2019) Distributions of de-meaned log wages
across MSAs weighted by MSA employment in two years.

Conditional wage controls for three levels of educational attainment
(high school dropout, high school, college), race, gender, age, and
union status in each MSA. 220 MSAs observed in 1964 and 2009.

Wage dispersion is increasing over time.
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726 P.-P. Combes et al. / Journal of Urban Economics 63 (2008) 723–742

Table 1
Some simple correlations

Mean local wage in 1998 (logwa,98) as a function of:

(1) (2) (3) (4)

log Densitya,98 log Empa,98 log Diversitya,98 Skilla,98

Intercept 5.720a 5.147a 5.329a 5.352a

(0.014) (0.025) (0.037) (0.006)

Coefficient 0.049a 0.049a 0.047a 1.763a

(0.003) (0.004) (0.012) (0.085)

R2 0.51 0.34 0.04 0.56

Notes. 341 observations. Standard error between brackets. Densitya,t

is the density of employment in employment area a and year t ;
Empa,t is total employment; Diversitya,t is the diversity of employ-
ment as measured by an inverse-Herfindahl index, Diversitya,t =
Emp2

a,t /
∑

k Emp2
a,k,t

where subscript k denotes the industries; and
Skilla,t is the employment share of professionals.

a Significant at the 1% level.
b Idem, 5%.
c Idem, 10%.

gressed on an index of industrial diversity. The effect of
this variable is also highly significant but its explanatory
power is much weaker. Finally, regressing local wages
in column (4) on the share of workers in professional
occupations also yields very good results.

3. Theory and estimation

3.1. The model

The profit of a competitive representative firm oper-
ating in employment area a and industry k in year t is:

πa,k,t = pa,k,t ya,k,t −
∑

i∈(a,k,t)

wi,t �i,t − ra,k,t za,k,t , (1)

where pa,k,t is the price of its output ya,k,t . For any
worker i employed in this firm in year t , wi,t and �i,t are
the daily wage and the number of working days, respec-
tively. Finally, za,k,t represents the other factors of pro-
duction and ra,k,t their price. Note that this specification
allows for inputs and output markets to be segmented or
integrated (when pa,k,t = pk,t and/or ra,k,t = rk,t ). Out-
put is Cobb–Douglas in effective labour and the other
factors of production:

ya,k,t = Aa,k,t

( ∑
i∈(a,k,t)

si,t �i,t

)b

(za,k,t )
1−b, (2)

where the coefficient b is such that 0 < b � 1, si,t de-
notes the skills of worker i in year t , and Aa,k,t is the
total factor productivity in (a, k, t). At the competitive
equilibrium, worker i employed in employment area
a(i, t) and industry k(i, t) in year t receives a wage
equal to her marginal product:

wi,t = bpa(i,t),k(i,t),t Aa(i,t),k(i,t),t

×
(

za(i,t),k(i,t),t∑
i∈(a,k,t) si,t �i,t

)1−b

si,t . (3)

Using the first-order condition for profit maximisation
with respect to the other factors and inserting it in
Eq. (3) yields:

wi,t = b(1 − b)
(1−b)

b

×
(

pa(i,t),k(i,t),t

Aa(i,t),k(i,t),t

(ra(i,t),k(i,t),t )1−b

) 1
b

si,t

= Ba(i,t),k(i,t),t si,t . (4)

Wage differences across areas can reflect differences
in individual skills or alternatively they can also reflect
true productivity differences caused by endowments and
local interactions. Skills (using this word as a short-
hand for all the fixed individual attributes which are
rewarded on the labour market) are captured by the last
term, si,t , in Eq. (4) whereas the other two explana-
tions enter the term Ba,k,t in Eq. (4). As made clear by
this latter term, ‘true productivity differences’ can work
through total factor productivity, Aa,k,t , or through the
price of outputs, pa,k,t , or even through the price of
non-labour inputs, ra,k,t . This implies that we cannot
identify price and technology effects separately.6 Note
further that some local characteristics like employment
density may have a positive effect on Ba,k,t (e.g., ag-
glomeration economies) as well as a negative effect
(e.g., congestion). We are not able to identify these ef-
fects separately. We can only estimate the overall effect
of a variable.

6 To understand this point better, consider for instance employment
area a, which is located in a mountainous region, and industry k.
Mountains may have a negative effect on wages in (a, k) because
shipping the final output of the industry to the main consumer mar-
kets is more expensive, which depresses f.o.b. prices. Mountains may
have another direct negative effect on wages in (a, k) because operat-
ing a plant is more difficult when land is not flat. Finally mountains
may have a positive effect on wages because some raw materials such
as wood may be more readily available. In this toy example, the first
effect works through pa,k,t , the second through Aa,k,t , whereas the
third goes through ra,k,t . With our approach, we can only estimate
the overall effect of local characteristics, the presence of mountains
say, in area a and industry k. In other words, we can identify the de-
terminants of spatial wage disparities (i.e., endowments, interactions,
and skills) but not the exact channel through which agglomeration
economies percolate. See Duranton and Puga (2004) and Rosenthal
and Strange (2004) for further discussion of this classic problem in
the agglomeration literature.

French cities are more productive as they are larger or denser.

It’s true everywhere that people have checked in the modern
world.
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...most countries look like this
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This density contrasts markedly with 
the agricultural areas of Belgium. In the 
Flemish Flanders (Vlaams Gewest) area, 
6,323 square kilometers of land are used for 
agriculture. Its area is almost 40 times that 
of Brussels, but its employment is just 13 
percent of Brussels and its GDP a mere 4.5 
percent, translating into employment and 
GDP densities of only seven workers and 
€330,000 per square kilometer. The ratio of 
output density between Brussels and Flan-
ders is 1,000 to 1. In between metropolitan 
Brussels and rural Flanders is a range of set-
tlements, each with a different density (see 
map 1.1). The cities of Antwerp, Brugge, 
Gent, and Leuven have an average output 
of €22 million and employment density of 
342 workers per square kilometer.5

In both developed and developing 
countries, then, the economic landscape is 
bumpy. But the topography does not corre-
spond to a simple urban-rural dichotomy. 
A continuum of density gives rise to a port-
folio of places. At the head is a country’s 
leading, primary, or largest city. Below the 
primary city is a spectrum of settlements—
secondary cities, small urban centers, 
towns, and villages (see fi gure 1.1). In some 
countries, such as France and Mexico, the 
size difference between the top two cities is 
phenomenal. With a population of 10 mil-
lion, Paris dwarfs second-ranked Marseilles 
with just 1.5 million. And with a population 

The economic world is not fl at
The geographic distribution of economic 
activity, at any resolution, is uneven. No 
matter the geographic scale examined, be 
it the country or a subnational area such as 
a province or district, there is a hierarchy 
of density. At the top is the primary city, 
and at the bottom are agricultural lands or 
rural areas. Between them is a continuum 
of settlements of varying density. 

The geographic unevenness of economic 
mass, or bumpiness, tends to increase 
with a country’s land area. But even the 
economic geography of small countries is 
bumpy. The Belgian city of Brussels has 
a land area of 161 square kilometers, of 
which 159 square kilometers are used for 
nonagricultural purposes. On this small 
area, a GDP of €55 billion is generated by 
about 350,000 workers—that is, the aver-
age square kilometer of land has more than 
2,000 workers annually producing almost 
€350 million of services and goods. Brus-
sels not only has high densities of GDP and 
employment; it also has the highest popu-
lation density of any European (EU27) 
area classifi ed as NUTS1 (Nomenclature 
of Territorial Units for Statistics)—more 
than 6,000 people per square kilometer, 
18 times the average for Belgium.4 For the 
sake of comparison, the population den-
sity of London and Madrid is about 5,000 
people per square kilometer. 

Map 1.1  The landscape of economic mass is bumpy, even in a small country like Belgium

Source: WDR 2009 team and World Bank Development Research Group, based on subnational GDP estimates for 2005. See also 
Nordhaus 2006.
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Scott (2009). Economic activity tends to be very concentrated in
small areas.
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Figure 3: All dollar figures for the period 1913 to 2010 are inflation-adjusted to 2010 values using the urban consumer 
price index from the BLS; David and Solar’s (1977) historical cost of living estimates are used for years prior to 1913. 
The values for 1820 and 1832 are from Sokoloff and Villaflor (1992), and represent the urban wage premium 
in New England and the Mid-Atlantic for male manufacturing workers in a county with at least one city of 
10,000 residents or more, or in a county adjacent to such a county. The premium for 1850 to 1880 was 
calculated using data from the Census of Manufacturing, and represents the premium nationally for men 
(and women for 1870 and 1880) employed in non-farm industries earning non-negative wages in incorporated 
cities of at least 2,500 residents (Atack and Batemen, 2004; Atack, Weiss and Bateman, 2004). The urban 
wage premium for 1915 was calculated using data from the Iowa State Census and represent the premium in 
Iowa for working age men employed in non-farm industries earning non-negative wage income annually in 
Des Moines, Davenport and Dubuque (Goldin and Katz, 2010). The open white diamond in 1915 represents 
the actual urban wage premium in Iowa in 1915, whereas the closed black diamond represents the Iowa 
premium adjusted upward using the Iowa premium relative to the national premium in 1940. The urban 
wage premium for 1940 to 2010 was calculated using data provided by IPUMS, and represents the premium 
nationally for working age men employed in non-farm industries earning non-negative wage income annually 
living in metropolitan areas. Results are similar if we instead use men living in urban areas, defined as towns 
with at least 2,500 residents. 

Boustan et al. (2013)
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Urban Productivity Premium for the US and Europe

We don’t have estimates (that I know of) for agglomeration
effects, until the late 20th century, but

The simultaneous increases in urban share and aggregate
income is suggestive.
The persistent urban wage premium is also suggestive.
The nature of industrial production after the beginning of the
industrial revolution suggests that packing people together for
work is important.
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Excess Urban Mortality

Modern Crude Death Rate, US
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Each year, about 9 people per 1000 die in the modern US.
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MICHAEL HAINES

Fig. 1 Crude Death Rate 
New York City, 1804-1900
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Fig. 2 Crude Death Rate 
Boston, MA, 1811-1920
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THE URBAN MORTALITY TRANSITION IN THE UNITED STATES, 1800-1940

Fig. 3 Crude Death Rate 
Philadelphia, 1802-1920

Fig. 4 Crude Death Rate 
Baltimore, 1812-1920
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MICHAEL HAINES

Fig. 1 Crude Death Rate 
New York City, 1804-1900
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Fig. 2 Crude Death Rate 
Boston, MA, 1811-1920
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then, some smaller New England cities
were especially resistant to change, e.g.
Holyoke and Northampton in Massa-
chusetts. The situation in New England
at this time has been called the “nine-
teenth-century mortality plateau”
(Hautaniemi, Swedlund, and Anderton,
1999, esp. p. 34). Among recent works,
there has been strong support for water
and sewerage projects as effective in
reducing urban mortality from the later
XIXth century (See, for example,
Condran and Cheney, 1982;
Hautaniemi, Swedlund, and Anderton,
1999; Cain and Rotella, 1998;
Troesken, 1999a, 1999b; Melosi, 2000).

So the excess urban mortality was
diminishing from the late XIXth century
onwards, especially as public health
measures and improved diet, shelter, and
general living standards took effect. The
excess in e(0) for rural white males over

those in urban areas was 10 years in
1900. This fell to 7.7 years in 1910, 5.4
years in 1930, and 2.6 years by 1940. In
addition, by 1940 the difference between
the largest cities (100,000 and over) was
very small (an e(0) for white males of
61.6 in the largest cities in contrast to
61.4 in other urban places). This was
certainly not true in 1900, when the ten
largest cities had mortality 22% above
that of the smallest urban places and that
of other cities of 25,000 and over was
39% higher (See Table 1; Dublin, Lotka,
and Spiegelman, 1949, 324; Preston and
Haines, 1991, Table 3.1).

The original cause of the rural advan-
tage was unlikely superior knowledge of
disease, hygiene, and prevention in rural
areas, since farmers were not known to
be particularly careful about disease and
cleanliness: “There are few occupations
(other than farming) in which hygiene is

40
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Fig. 5 Crude Death Rate 
New Orleans, 1810-1900
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Haines (2001). Crude death rates were 20-80 in 19th century US
cities, and fell in the 20th century.
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Excess Urban Mortality

Urban vs Rural Crude Death Rates

more neglected” (Abbott, 1900, p. 71).
The rural advantage seems simply to
have been that rural residents were
farther from each other, reducing
chances of contagion and contamina-
tion of water supplies. Rural-urban
mortality differentials likely played a
role in the deterioration of mortality in
the middle of the XIXth century, as the
population shifted to cities and towns.
Also, the XXth century mortality decline
was significantly propelled by the elimi-
nation of excess urban deaths (Preston
and Haines, 1991, 36-39; Taeuber and
Taeuber, 1958, 274-275).

The black population of the United
States certainly experienced higher
death rates, both as slaves and then as a
free population in the postbellum
period than did whites. Tables 1 and 2
provide some information on the expec-
tation of life at birth and the infant
mortality rate by race. As of 1920, when
reasonably representative data are avail-
able for the black population in the offi-
cial registration states, it is apparent that
the mortality of blacks was substantially
higher. Ironically, they were protected to
some extent by their more rural resi-
dence. In 1900, about 80% of the black
population was rural, in contrast to
about 60% for whites (U.S. Bureau of
the Census, 1975, Series A 73-81).
Using the 1900/02 DRA life tables
alone, the black population could be
seen to have had an e(0) of about 33.5
years and an infant mortality rate of
about 233 infant deaths per 1,000 live
births. But using indirect estimation
techniques for the public use sample of
the national black population in 1900
revealed considerably more favorable
results: an e(0) of 41.8 years and an
infant mortality rate (IMR) of 170. This
indicated that a great disadvantage was

still there but that rural residence had its
advantages, even for the poor (Preston
and Haines, 1991, ch. 2).

Higgs (1973) estimated that urban
mortality was 50% higher than rural
mortality in the 1880s, and that the
urban penalty had dropped to 21% by
the period 1910/20. He found the
following upper bounds for the ratios of
urban to rural mortality by decade from
1870 to 1920:

Decade Ratio
1870-1880 1.38
1880-1890 1.50
1890-1900 1.35
1900-1910 1.33
1910-1920 1.21

Condran and Crimmins (1978, 1980)
and Crimmins and Condran (1983)
found that the rural-urban mortality
difference was already diminishing in
the 1890s, and that the urban penalty
was largely due to tuberculosis, diarrheal
diseases, and several other infectious,
communicable diseases. Their analysis is
augmented and brought forward in time
to 1940 in Table 3. For the seven states
for which we have consistent informa-
tion from 1890 onwards, mortality
declined over the whole period 1890 to
1940; and rural-urban convergence was
complete by 1920 for the overall death
rate and by 1930 for the infant mortal-
ity rate. Convergence was taking place
for the death rates for ages above one,
but it was less pronounced. This is
consistent with a cohort view of the
process. The improvements in mortality
were concentrated among the younger
cohorts and so convergence was more
rapid. Older persons, who had been
subjected to the biological insults of
earlier, higher mortality regimes, did
experience mortality declines, but less

41

THE URBAN MORTALITY TRANSITION IN THE UNITED STATES, 1800-1940
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Table from Haines (2001) showing the ratio of urban to rural crude
death rates in the US, by decade. The urban mortality premium
was about 40% in 1780 and declined to 20% by 1920.
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Excess Urban Mortality

Watersheds 35  
 

Figure 1: Infant Mortality in the United States and Massachusetts: 1850 to 1998 

 

 

Notes: The U.S. aggregate series for 1850 to 1910 was estimated and, for those years, is probably 
less accurate than the Massachusetts series, which is at an annual frequency and from actual vital 
statistics data.  See Haines (1998a) and Historical Statistics (2006, 1-461).  The lines drawn give 
the boundaries of the period we examine. 
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Alsan and Goldin (2019). Infant mortality in the US and
Massachusetts in the 19th century was terrifyingly high.

Current US rates are about 5 per 1000
www.cdc.gov/nchs/pressroom/sosmap/infant_mortality_rates/infant_mortality.htm.
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Excess Urban Mortality

 Watersheds 36  
 

Figure 2: Urban and Rural Infant Mortality Rates: Massachusetts, 1880 to 1915 

  

Sources and Notes: See Data Appendix.  Urban is defined as the 32 largest municipalities in 
Massachusetts in the Registration Report of 1898.  Rural is defined as all other populations in 
each of the counties.  The minimum urban population in 1880 is 4,159 and is 15,250 in 1915. 
The data are from the Annual Registration Reports and mortality rates are aggregates within the 
urban and rural designations. 
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Alsan and Goldin (2019). Urban infant mortality in MA was about
50% higher than rural in 1870, falling to about 10% higher by 1915.
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Urbanization in the developed world

Urbanization in the developed world I

There were a number of really important changes as the US
economy developed over the 19th and 20th centuries and the
industrial revolution unfolded.

From 1800 to 2016 an increase in US per capital income from
1980$ to 55,000$, a 27 fold decrease.

Over this time, the urban wage premium seems to have been
about constant at 30%.

Doubling city size increases per capita output by about 5% in
modern cities. This was likely the case historically, too.

From 1820 to 2012 a decrease in the agricultural share of
employment from 77% to 1.5%. This means non-ag
employment increased from 23 to 98.5%.
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Urbanization in the developed world

Urbanization in the developed world II

From 1790 to 2010 an increase in the urban share of
population from 5% to 80%, a 18 fold decrease. A shift from
agricultural to manufacturing employment accompanied this
migration. From at least 1950 on, most of this growth was in
the suburbs.

An about 50% decrease in the crude death rate, a 20-40 fold
decrease in infant mortality, and a decrease in the urban
mortality premium from about 40% to about zero.
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Urbanization in the developed world

Urbanization in the developed world III

Summing up,

Urbanization accelerated with the beginning of the industrial
revolution, and was accompanied by dramatic increases in
income.

Modern cities are more productive as they are bigger. The
same was almost surely true of cities early in the industrial
revolution.

Developed world cities were very unhealthy places in the 19th
century. The urban mortality decreased rapidly in the early
20th century and is essentially zero by around 1950.

These facts suggest that we think of urbanization in the developed
world as reflecting the trade-off between income and illness that
came with living in larger 19th century cities.
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Urbanization in the developed world

The Monocentric City Model and Urbanization I

Let’s see how we do trying to explain this phenomena with the
monocentric city model with amenities. To do this, let

AR,AU ∼ Urban and rural amenities

cR = wR ∼ Rural consumption

and define u = u(ARcR). Note that we have rural consumption
equals rural wages. Implicitly, land rent for agriculture is free, and
since farmers live where they work, they don’t commute.

Thus, the reservation utility level determined by rural income and
amenities. Otherwise, everything is the same as the monocentric
city model with amenities.
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Urbanization in the developed world

The Monocentric City Model and Urbanization II

Each household chooses their location, commutes to work and
divides w between commuting and c. This means that a
household’s problem is

max
c,x

u(AUc)

s.t. w = c + R(x)ℓ+ 2t |x |

For now, fix AR and cR . With spatial equilibrium, everyone gets the
same utility, so they must have the same level of consumption,

c∗(AU) = u−1(u)/AU
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Urbanization in the developed world

The Monocentric City Model and Urbanization III

Therefore, for all x in the city,

w − c∗(AU) = R(x)ℓ+ 2tx .

Let x denote the most remote occupied location. At this location,
we must have

w − c∗(AU) = Rℓ+ 2tx .

Reorganizing, we have

x =
w − c∗(AU)− Rℓ

2t
.
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Urbanization in the developed world

The Monocentric City Model and Urbanization IV

Since the city extends from −x to x and each household
consumes an exogenously fixed amount of land

N∗ =
2x
ℓ

=
2
ℓ

[
w − c∗(AU)− Rℓ

2t

]
=

w − c∗(AU)− Rℓ

tℓ

So N∗ is increasing in c∗.
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Urbanization in the developed world

The Monocentric City Model and Urbanization V

How does the reserve urban consumption level in the city change
with Ar and cR?

c∗(AU) =
u−1(u)

AU

=
u−1(u(ARcR))

AU

so,

d
dAR

c∗(AU) =
1

AU

(
u−1)′ u′cR
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Urbanization in the developed world

The Monocentric City Model and Urbanization VI

and

d
dcR

c∗(AU) =
1

AU

(
u−1)′ u′AR

With u′ > 0 by assumption, we must have
(
u−1

)′
> 0, so c∗ is

increasing in rural income and amenities.

It follows that N∗, city population, is increasing in w and AU and
decreasing in cR and AR . The model seems to make the right
qualitative predictions. As urban income increases, cities get
larger. As deaths decrease, the urban amenity increases and city
size increases.

Copyright 2025, Matthew Turner 32



Urbanization in the developed world

The Monocentric City Model and Urbanization VII

Graphically, we have

R  (x)=(w-c*-2t|x|) / l

R  (x)=(w-c**-2t |x|) / l
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Urbanization in the developed world

The Monocentric City Model and Urbanization VIII

Issues:

We fixed rural wage and amenity. This is probably wrong, but
not too hard to generalize.

Transportation costs also fell a lot during this time. What
should this do to city size? More on this later.

How can we check whether the urban wage premium or
mortality premium is more important?

We’ve cheated a bit. We have a model of a single city. Our
data describe urban share. We could also accommodate
people in more smaller cities. We will talk about this issue a
little more when we talk about systems of cities.
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Urbanization in the developed world

Aside: Potatoes I

Facts from ‘unified theory’

Results from potatoes
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Urbanization in the developed world

Urbanization in the developed world I

The industrial revolution and consequent economic growth are
probably the single most important fact in economic history.

This process occurred jointly with a concentration of people
into cities and a shift of employment from agriculture to
manufacturing (and then into services).

It is natural to think that the concentration of people into cities
is somehow, a cause of economic growth. The persistent
urban wage premium is evidence for this, and we’ll return to
this issue later.
The monocentric city and the idea of spatial equilibrium
seems to do a pretty good job of explaining the process of
urbanization,
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Urbanization in the developed world

Urbanization in the developed world II

People move to the cities because they are more productive
there.
The rate at which people move to cities is limited by how
dangerous they are. The move from a mostly agricultural
economy, to a mostly urban one, took about 100 years.

Understanding why people are more productive in cities is one
of the main topics of urban economics, and we’ll take it up
later.
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Urbanization in the Developing World

Urbanization in the developing world I

Use the monocentric city model to understand urbanization in
the developing world.
Basic idea: Urbanization in the developing world is clearly
different than it was in the developed world.

The urban wage premium is probably larger than the modern
or historical urban wage premium in developed countries.
Developing world cities are not obviously as dangerous as
were early developed world cites.
Many other ‘amenities’ in developing world cities look better
than in the countryside.
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Urbanization in the Developing World

Urbanization in the developing world II

In order for spatial equilibrium and the monocentric city model
to work to explain why people stay in the countryside, we need
a ‘villain’, some cost of urban migration. We can eliminate
some candidates, it’s probably not high urban unemployment,
mortality, or that rural residents don’t know about urban
opportunities. It could be social networks, or exposure to
crime, or less obvious health risks.
... or the model could be wrong.
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Facts about the developing world and its cities
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Population (millions) WDR regions

< 25 25–5050–100 100–250> 250

Map 1  The biggest development challenges—at the local, national, and international geographic scales

Sources: Panel a: United Nations 2006a; panel b: WDR 2009 team, based on household survey data; panel c: Collier 2007.

a. A billion in slums

b. A billion in remote areas

c. The bottom billion
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Scott (2009)
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Facts about the developing world and its cities

Urbanization rates around the World

% Urban 2018 Urbanization rate %/year, 2010-15
S. Asia 35.8 1.2
S.S. Africa 41.5 1.4
S.E. Asia 48.9 1.3
LAC 80.7 0.3
Europe 74.5 0.25
North America 82.2 0.21

LAC, Europe and North America are all highly urbanized and the
urban share is stable. S. Asia, S.E. Asia, and S.S. Africa are less
than half urbanized and the urban share is growing rapidly. This is
where the world is building cities.Henderson and Turner (2020)
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Facts about the developing world and its cities

Developed vs developing world urbanization rates

24 WO R L D  D EV E LO P M E N T  R E P O RT  2 0 0 9

behind a misplaced density of populations 
in lagging areas, so that in some countries 
(such as Brazil) lagging areas have higher 
poverty rates and high population densi-
ties. Internationally, developing regions 
are all deeply divided, but some also may 
be distant from world markets. Even if 
regional institutions take hold and make 
South Asia a more integrated region, some 
countries (such as Nepal) may need con-
certed policy action to improve the infra-
structure to reach growing regional and 
international markets. For places that 
face two-dimensioned integration chal-
lenges, investments in infrastructure that 
connects lagging to leading places and 
aid market access should supplement the 
institutions that bring people together. 

The integration challenge is greatest where 
adverse density, distance, and division com-
bine to pose a “three-dimensional challenge.” 
In highly urbanized areas (such as Bogotá), 
the fear is that economic density and popu-
lation density may not coincide. Within-city 
divisions may prevent the integration of slums 
and spawn problems of crime and grime. In 
some countries (such as India), ethnic, reli-
gious, or linguistic divisions discourage the 
poor in densely populated lagging areas from 
seeking their fortunes elsewhere. And in the 
most fragmented and remote regions (such as 
Central Africa or Central Asia), a clustering 
of small and poor nations can lead to spill-
overs of the wrong kind—disease, confl ict, 
or corruption. 

Slums in large cities, densely populated 
poor areas in divided nations, and the “bot-
tom billion” countries—approximating the 
three billions discussed at the beginning—
are the most diffi cult challenges for inte-
gration. The policy responses should not be 
timid. But they should also be deliberate. 

Effi cient and inclusive urbanization
No country has grown to middle income 
without industrializing and urbanizing. 
None has grown to high income without 
vibrant cities. The rush to cities in develop-
ing countries seems chaotic, but it is nec-
essary. It seems unprecedented, but it has 
happened before (see fi gure 5). It had to 
have, because the move to density that is 
manifest in urbanization is closely related 

• For a three-dimensional predicament, 
all three instruments are needed—in-
stitutions, infrastructure, and (spatially 
targeted) interventions. 

The primary dimension at the local 
geographic scale is density; nationally, it 
is distance; internationally, division. At 
each of these geographic scales, policies 
designed without explicit consideration to 
space should be seen as the primary instru-
ment. In some places, these can be a large 
part of integration policies. The task of 
integration is relatively straightforward in 
areas of incipient urbanization (as in lag-
ging states in many low-income countries), 
in countries with mobile labor and capital 
(such as Chile), or in regions that are close 
to world markets (such as North Africa). 
In such places, the integration challenge 
can be seen as one dimensional. Explicitly 
spatial policies are not generally necessary. 
Universal or spatially blind institutions—
made available to everyone regardless of 
location—form both the bedrock and the 
mainstay of an effective integration policy. 

As the task becomes more complicated, 
these institutions must be assisted by 
infrastructure. Locally, rapid urbanization 
can congest the area, increasing economic 
distance and choking off agglomeration 
economies. In places such as Mumbai, 
whose population has doubled since the 
1970s, rising congestion has to be met by 
investments in transport infrastructure, 
so that the benefi ts of density are shared 
more widely. Nationally, changing eco-
nomic and political fortunes can leave 

0 5 10 15 20 25

Canada, 1880–1900

Germany, 1830–50

United Kingdom, 1830–50

Denmark, 1800–1900

United States, 1800–1900

Developing economies (mean), 1985–2005

High-income economies (mean), 1880–1900

Developing economies (median), 1985–2005

Percentage point difference in urban shares

Figure 5  In charted waters: the pace of urbanization today has precedents 
Change in urban shares since 1800      

Source: WDR 2009 team calculations based on data from various sources (see figure 1.13).
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(Scott, 2009) Developing world countries are building cities fast
compared to most developed world countries, but there are
examples of developed world countries developing very fast, too.
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Facts about the developing world and its cities

Income at urban share

Year > 40% Urban 1990 GDP/person
E. Asia 2010 3537
S.S. Africa 2018 1481
LAC 1950 2500
US 1900 6250

LAC, S.S. Africa, S. Asia began building cites at much lower levels
of income than that of the US when it was at the same urban
share. This makes it harder to pay for infrastructure and state
capacity to make the cities work. Henderson and Turner (2020)
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Facts about the developing world and its cities

Development and Slums I

60 WO R L D  D E V E LO P M E N T  R E P O RT  2 0 0 9

urban share and development holds until 
a GDP per capita of around $10,000. This 
incipient urbanization is associated with a 
rapid shift in the number of people moving 
from rural to urban areas. Subsequently, 
the pace of urbanization slows and density 
levels off as the urban share surpasses 60 
percent, and the level of GDP per capita 
surpasses $10,000. With only a handful of 
exceptions, countries with GDPs per capita 
above $25,000 have an agglomeration index 
above 70 percent.  

Administratively defi ned areas. Tak-
ing individual cities as the geographic 
unit, a positive concave relationship exists 
between a country’s level of development 
and its primacy—the share of urban popu-
lation living in the country’s primary city, a 
widely used concentration measure. Similar 
to the relationship between agglomerations 
and the level of development, primacy also 
rises rapidly before stabilizing during the 
latter stages of urbanization (see fi gure 1.8, 
panel a). Population and output density are 
highly correlated, but population density 
understates the geographic concentration 
of economic mass. Agglomeration econo-
mies, the benefi ts that fi rms and workers 
enjoy as a result of proximity, make it likely 
that output density will increase more than 
proportionately with employment or popu-
lation density. 

1° longitude by 1° latitude. Using the 
terrestrial grid cells to estimate concentra-
tion as the share of the densest cell’s gross 
product in the country’s GDP, concentra-
tion of economic mass rises rapidly among 
countries with a GDP per capita of less than 
$15,000, and then stabilizes and tapers off 
among higher-income countries (see fi gure 
1.8, panel b). 

Urban areas of countries. Concentra-
tion measured by consumption, rather 
than by population or GDP, suggests the 
same concave relationship with the level of 
development. For instance, the urban shares 
of household consumption in Malawi and 
Cameroon at GDPs per capita of $150 and 
$700, respectively, are 36 percent and 48 
percent. At about 63 percent, the shares are 
higher for Jordan and the Arab Republic of 
Egypt with GDP per capita of around $1,600, 
and rise to 80 percent in Panama and Poland 

Lumpur, and Warsaw to Athens, Lisbon, 
Santiago, and Seoul. These evolutions have 
also been observed in Brussels, Dublin, Syd-
ney, Toronto, Vienna, and Zurich over the 
two centuries since 1800. 

Again today, rapidly rising 
concentration, then a leveling off
A similarly shaped pattern reappears in con-
temporary comparisons between a country’s 
level of development and the concentration of 
density. During 2000–05, the average urban 
population growth for low-income countries 
was 3 percent a year—faster than upper-
 middle-income countries at 1.3 percent and 
high-income countries at 0.9 percent. The 
relationship is robust. It holds for a variety 
of concentration measures, ranging from the 
agglomeration index, to population, gross 
product, and household consumption den-
sity. It is robust to geographic scale: an area 
of 1 square kilometer, a city, a grid cell of 1° 
 longitude by 1° latitude, and an aggregated 
urban sector. 

Local 1-square kilometer areas. Esti-
mated agglomeration indexes produce a 
pattern similar to the historical time series: 
rapidly rising density for countries during 
the early phase of urbanization (fi gure 1.7). 
This strong positive relationship between 
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Figure 1.7  Shares of population living in urban agglomerations rise with the level of 
development

Sources: Calculated by WDR 2009 team using Nelson (2008) and World Bank (2006g).
Note: The size of each circle indicates the population size of that country. PPP = purchasing power parity. The 
agglomeration index uses the following criteria: density of 150 persons per kilometer or more, access time of 
60 minutes or less to a sizable settlement, defined as one that has a population of more than 50,000.

Scott (2009) Urbanization and development goes together.
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Development and Slums II
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and deprivation. Disparities within cities 
can be large. In Nairobi poverty is high in 
the inner city but much lower in the rest of 
the city and the suburbs (see fi gure 1.12). In 
Mombasa, Kenya’s second-most-populous 
city, marked geographic divisions in the 
poverty rate are evident (see map 1.2). South 
African cities also show internal disparities 
in the poverty rate. Cape Town has a low 
poverty rate in the coastal areas, but a higher 
poverty rate in the interior of the city. Simi-
larly, both Johannesburg-Pretoria-Tshwane 
and Durban have visible divisions. But the 
geography of poverty in Durban is different 
from that in Cape Town and Johannesburg: 
the poverty rate is, in general, higher outside 
the city boundaries than inside. 

The most obvious sign of divisions within 
cities is slums. Slums have chronically over-
crowded dwellings of poor quality in under-
served areas. The reason for the lack of basic 
public services and infrastructure is the 
inability or unwillingness of many urban 

urban and rural areas in these nations have 
achieved progress toward the Millennium 
Development Goals. 

Rural-urban convergence takes place 
sooner in more urbanized subnational 
areas. In both China and the Philippines, 
urbanized provinces exhibit lower internal 
urban-rural disparities in incomes (see fi g-
ure 1.11). In China the entire relationship 
has shifted upward over the past decade 
so that, in general, rural-urban disparities 
have increased over time, consistent with 
China’s early stage of development, which 
is marked by rapid urbanization. In India 
rural-urban gaps in life expectancy were 
smaller in the more urbanized states in 
both 1983 and 1994. But the entire relation-
ship has shifted downward over time. 

Slums—divergence and convergence 
within cities
In poor countries, higher average living 
standards in cities do not rule out poverty 
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Figure 1.11  Even at the subnational level, rural-urban disparities fall as density increases

Sources: Balisacan, Hill, and Piza forthcoming; Yao forthcoming; Cali 2008.
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Figure 1.12  Slums grow with the pace of urbanization, and fall with its level

Source: Kilroy 2008.

Scott (2009) Poor countries house their urban residents in slums
before they house them in nicer cities
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World availability of water and sewer I
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Improved drinking water sources are those which by nature 
of their design and construction have the potential to 
deliver safe water. During the SDG period, the population 
using improved sources will be subdivided into three groups 
according to the level of service provided. In order to meet 
the criteria for a safely managed drinking water service 
(SDG 6.1), people must use an improved source meeting 
three criteria (Figure 11, and Section 4.1): 

• it should be accessible on premises, 
• water should be available when needed, and 
• the water supplied should be free from contamination. 

If the improved source does not meet any one of these crite-
ria, but a round trip to collect water takes 30 minutes or less, 
it will be classified as a basic drinking water service (SDG 
1.4). If water collection from an improved source exceeds 30 
minutes, it will be categorized as a limited service.

Improved sanitation facilities are those designed to hygieni-
cally separate excreta from human contact. There are three 
main ways to meet the criteria for having a safely managed 
sanitation service (SDG 6.2). People should use improved 
sanitation facilities that are not shared with other house-
holds, and the excreta produced should either be (Figure 12, 
and Section 4.2):

• treated and disposed of in situ, 
• stored temporarily and then emptied, transported and 

treated off-site, or 
• transported through a sewer with wastewater and then 

treated off-site. 

If the excreta from improved sanitation facilities are not safely 
managed, then people using those facilities will be classed 
as having a basic sanitation service (SDG 1.4). People using 
improved facilities that are shared with other households will 

The new JMP ladder for drinking water servicesFig. 11 The new JMP ladder for sanitation servicesFig. 12

SERVICE LEVEL DEFINITION

SAFELY MANAGED
Drinking water from an improved water source that is 
located on premises, available when needed and free 
from faecal and priority chemical contamination

BASIC
Drinking water from an improved source, provided 
collection time is not more than 30 minutes for a round 
trip, including queuing

LIMITED
Drinking water from an improved source for which 
collection time exceeds 30 minutes for a round trip, 
including queuing

UNIMPROVED Drinking water from an unprotected dug well or 
unprotected spring

SURFACE WATER Drinking water directly from a river, dam, lake, pond, 
stream, canal or irrigation canal

Note: Improved sources include: piped water, boreholes or tubewells, 
protected dug wells, protected springs, rainwater, and packaged or  
delivered water.

SERVICE LEVEL DEFINITION

SAFELY MANAGED
Use of improved facilities that are not shared with other 
households and where excreta are safely disposed of in 
situ or transported and treated offsite

BASIC Use of improved facilities that are not shared with other 
households

LIMITED Use of improved facilities shared between two or more 
households

UNIMPROVED Use of pit latrines without a slab or platform, hanging 
latrines or bucket latrines

OPEN DEFECATION
Disposal of human faeces in fields, forests, bushes, 
open bodies of water, beaches or other open spaces, or 
with solid waste

Note: improved facilities include flush/pour flush to piped sewer systems, septic 
tanks or pit latrines; ventilated improved pit latrines, composting toilets or pit 
latrines with slabs. 

AVAILABLE 
WHEN 

NEEDED

FREE FROM 
CONTAMINATION

ACCESSIBLE 
ON PREMISES

SAFELY 
MANAGED 
SERVICE

BASIC 
SERVICE

BASIC 
SERVICE

EXCRETA 
EMPTIED AND 

TREATED 
OFF-SITE 

WASTEWATER 
TREATED 
OFF-SITE

EXCRETA 
TREATED 

AND 
DISPOSED 
OF IN SITU

SAFELY 
MANAGED 
SERVICE

World Health Organization (2017)
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World availability of water and sewer II
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Proportion of population using at least basic sanitation services, 2015

■ OPEN DEFECATION   
■ UNIMPROVED        
■ LIMITED
■ BASIC        
■ SAFELY MANAGED

World

Fig. 6

Key messages
In 2015,
1.  39 per cent of the global population  

(2.9 billion people) used a safely managed 
sanitation service; that is, excreta safely 
disposed of in situ or treated off-site.

2.  Estimates for safely managed sanitation 
were available for 84 countries (representing 
48 per cent of the global population), and 
for five out of eight SDG regions4.

3.  Two out of five people using safely 
managed sanitation services (1.2 billion) 
lived in rural areas.

4.  27 per cent of the global population  
(1.9 billion people) used private sanitation 
facilities connected to sewers from which 
wastewater was treated. 

5.  13 per cent of the global population  
(0.9 billion people) used toilets or latrines 
where excreta were disposed of in situ. 

6.  Available data were insufficient to make 
a global estimate of the proportion of 
population using septic tanks and latrines 
from which excreta are emptied and 
treated off-site.

7.  68 per cent of the global population 
(5.0 billion people) used at least a basic 
sanitation service.

8.  2.3 billion people still lacked even a  
basic sanitation service.

9.  600 million people used a limited 
sanitation service; that is, improved 
facilities shared with other households. 

10. 892 million people worldwide still 
practised open defecation.

Estimates of safely managed sanitation 
services are available for five out of eight  
SDG regions

Two out of five people 
used safely managed 
sanitation services in 
2015

Regional sanitation coverage, 2015
Global sanitation 
coverage, 2015

By 2015, 154 countries had achieved over 75% coverage with basic sanitation services

Sanitation

Fig. 5

Fig. 7
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* Insufficient data to estimate safely managed services.

4 National estimates are made where data are available for at least 50% of the relevant population. Regional and global estimates are made where data are available for at least 30% of the relevant population.
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World availability of water and sewer III
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Key messages
In 2015,
1.  71 per cent of the global population  

(5.2 billion people) used a safely managed 
drinking water service; that is, one located 
on premises, available when needed and 
free from contamination. 

2.  Estimates for safely managed drinking water 
were available for 96 countries (representing 
35 per cent of the global population), and for 
four out of eight SDG regions1.

3.  One out of three people using safely 
managed drinking water services  
(1.9 billion) lived in rural areas. 

4.  Eight out of ten people (5.8 billion) used 
improved sources with water available 
when needed.

5.  Three out of four people (5.4 billion) used 
improved sources located on premises.

6.  Three out of four people (5.4 billion) used 
improved sources free from contamination. 

7.  89 per cent of the global population  
(6.5 billion people) used at least a basic 
service; that is, an improved source within 
30 minutes’ round trip to collect water.

8.  844 million people still lacked even a 
basic drinking water service.

9.  263 million people spent over 30 minutes 
per round trip to collect water from an 
improved source (constituting a limited 
drinking water service).

10. 159 million people still collected drinking 
water directly from surface water sources, 
58% lived in sub-Saharan Africa.

Estimates of safely managed drinking water 
services are available for four out of eight 
SDG regions

7 out of 10 people 
used safely managed 
drinking water services 
in 2015

Regional drinking water coverage, 20152
Global drinking  
water coverage, 2015

Proportion of population using at least basic drinking water services, 2015

1 National estimates are made where data are available for at least 50% of the relevant population. Regional and global estimates are made where data are available for at least 30% of the relevant population. 
2 This report refers to the SDG region of “Oceania excluding Australia and New Zealand” as Oceania.
3 The JMP tracks progress for 232 countries, areas and territories, including all United Nations Member States. Statistics in this report refer to countries, areas or territories.

By 2015, 181 countries had achieved over 75% coverage with at least basic drinking water services3
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World availability of water and sewer IV

Water and sewer service is in short supply in much of the world,
especially developing country slums. Sewers are scarcer than
piped water.
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Urban wage premium I

 Overview 11

these regions have been falling behind 
Europe, the European offshoots, and 
Japan. The importance of neighborhoods 
is shown most graphically by a compari-
son of the southern cone nations of Latin 

high-income levels. It is common for one-
third of a developing city’s population to live 
in slums. 

Nationally, divergence in living stan-
dards happens quickly, but convergence 
is slower. At early levels of income, provin-
cial or interarea disparities in basic living 
standards can be small. But they increase 
quickly as countries grow. In low-income 
Cambodia, for example, the gap between 
leading and lagging areas in consumption 
of otherwise-similar households is almost 
90 percent. In middle-income Argentina, 
the gap is 50 percent; but in contemporary 
Canada, it is just 20 percent. In the rapidly 
growing East Asian and Eastern European 
countries, for example, these gaps have 
increased rapidly. 

A few countries such as Chile have been 
exceptions. Between 1960 and 2000, it 
experienced geographic convergence while 
its GDP per capita more than doubled to 
about $10,500. In Colombia, the ratio of 
GDP of leading Bogotá to lagging Choco 
fell from 10 to 3 between 1950 and 1990. 
Less exceptional is convergence in poverty, 
basic health, nutrition, and education lev-
els between areas within countries. Fast-
growing countries everywhere have been 
able to quickly translate economic progress 
into spatial equity in these more basic liv-
ing standards. 

Internationally, divergence in incomes 
continues a while, and convergence 
is slowest. Global GDP per capita has 
increased almost tenfold since 1820. Life 
expectancy has doubled. Literacy rates have 
increased from less than 20 to more than 
80 percent. But these gains have not been 
shared equally. Europe and its offshoots—
Australia, Canada, New Zealand, and the 
United States—and more lately Japan and 
its neighbors have seen enormous increases 
in income and living standards. 

For incomes, the convergence has hap-
pened only in the fastest-growing regions 
of the world. The pattern has been uneven 
within these countries—a few countries 
lead, resulting in divergence within the 
neighborhood, and then growth appears 
to spill over into their neighbors. In other 
regions such as Western Asia, there is 
no divergence—cold comfort because 
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a. Locally, first divergence, then convergence, in rural-urban gaps
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Figure 2  At all three geographic scales, the patterns of convergence in living standards are 
similar

Source: Panel a: WDR 2009 team estimates from more than 120 household surveys for more than 75 countries; 
Panel b: WDR 2009 team (see chapter 2); Panel c: WDR 2009 team (see chapter 3).
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Scott (2009) The urban wage/productivity premium is consistent
across all levels of country income, though it is more variable in
really poor countries. People are not moving to these cities for the
plumbing. They are going for the opportunities.
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Urban wage premium II

 Density 63

For 21 of the 30 OECD countries, the 
higher the GDP per capita in 2003,34 the 
lower the ratio of GDP per capita in predom-
inantly urban areas to that in rural areas 
(see fi gure 1.9).35 For the Czech Republic, 
Hungary, Poland, the Slovak Republic, and 
Turkey, with an average GDP per capita 
below $10,000 (1990 international dollars), 
GDP per capita in urban areas is two to 
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Figure 1.9  Rural-urban disparities in GDP per capita tend to be smaller in richer OECD countries

Source: WDR 2009 team, based on data from OECD (2007), pp. 1–256.

BOX 1.5    Urbanization and narrowing rural-urban disparities in the Islamic Republic of Iran 

Rural-urban disparities have narrowed 

in the Islamic Republic of Iran. In 1976, 

on the eve of the Iranian revolution, the 

mean per capita household income in 

rural areas was 44 percent of that in urban 

areas. By 2005, it had increased to 63 

percent.

The Shah’s government favored cities 

over the countryside. Price controls for 

essential foods depressed agricultural 

incomes. High tariff s, import bans, and 

licensing for industrial goods propped 

up prices of manufactured goods and 

depressed farmers’ purchasing power. 

An inward-looking development strategy 

oriented toward fi nal domestic demand 

amplifi ed internal migration to Tehran 

and a few other large cities. For every 

indicator of development, the center per-

formed far better than the periphery. In 

1973, the poverty rate was 23 percent in 

the central region and 42 percent for the 

country. This spatial inequality matched 

the nation’s ethnic map, fueling  tensions. 

What has happened since the commit-

ment in 1979 to address spatial disparities? 

• First, the share of the urban population 

has increased from 49 to 67 percent 

between 1979 and 2005. This is a con-

tinuation of a longer-term trend: the 

urban population had grown by 5.4 

percent per year (and in Tehran by 6 

percent) between 1966 and 1976.

• Second, the rural-urban gap in house-

hold incomes has narrowed. Between 

1976 and 1984, agricultural value added 

grew by 31 percent, twice the rate of 

the nonoil economy. One reason for this 

growth was that farmgate prices rose 55 

percent. Another reason was that more 

was spent on projects to increase the 

productivity of small and medium-size 

farms. Growth could also be attributed 

to the fact that agricultural production in 

the Islamic Republic of Iran is dominated 

by the private sector, whereas large 

industrial enterprises and service provid-

ers were nationalized after the revolu-

tion, which hindered their effi  ciency. 

• Third, rural and urban human devel-

opment indicators improved, even in 

the lagging provinces. Between 1976 

and 1996, the female literacy rate rose 

from 17 to 62 percent, while for urban 

women it rose from 56 to 82 percent. 

During 1994–2000, infant mortality 

and under-5 mortality fell fastest in the 

poorest provinces. 

• Finally, overall poverty has fallen. The 

national poverty rate was at 8.1 percent 

in 2005, with relatively modest diff er-

ences in rural and urban poverty of 10 

and 7.1 percent, respectively. But pov-

erty rates still vary a lot between prov-

inces, ranging from 1.4 to 23.3 percent. 

The political commitment to spatial 

equity has produced mixed outcomes 

during the last 30 years: overall poverty 

declines and a convergence in rural-

urban standards of living, but persistent 

diff erences in interprovincial living stan-

dards. 

Based on a contribution by Anton Dobro-
nogov, Alexander Kremer, and others.

three times higher. But for OECD countries 
with average GDPs per capita above $10,000, 
the ratio is between one and two (except for 
Norway). Given the well-developed fi scal 
redistribution mechanisms in OECD coun-
tries, and differences in age-demographic 
profi les between urban and rural areas, 
these disparities in GDP per capita will 
overstate rural-urban differences in, say, 

Scott (2009)
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Urbanization in the developing world: Summary I

Most city building is happening in Asia and Africa. The rest of
the world is already highly urbanized.

The wage/consumption premium in poor countries looks big
compared to the US, 100% vs 35%.

The consumption premium looks bigger than the wage
premium.

The incidence of slums in developing world cities seems high,
and at least some basic infrastructure is scarce.

Developing countries are building their cities when they are
poor compared to when developed countries built cities.
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Urbanization in the developing world: Summary II

Is this all consistent with the story we told about urbanization in the
DEVELOPED world? Cities were dangerous and the rate of
urbanization reflected the trade off between urban mortality and
urban productivity premia?

To check we need systematic evidence on urban and rural
productivity and amenities...
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Urban vs rural outcome in the developing world I

Henderson and Turner (2020) tries to compare urban vs rural
outcomes in the developing world, using consistent data across a
range of countries and outcomes.

They rely on two main types of data,

Gridded population data from the Global Human Settlements
project (2015). These are ‘best guess’ estimates of population
in every one square kilometer cell on a regular grid. This data
prorates population from coarser census units to cell using
high resolution satellite data that shows built up areas.

Geocoded survey data describing demographic
characteristics of respondents and economic outcomes
across much of the developing world, Africa in particular.
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Urban vs rural outcome in the developing world II

This lets us look at how outcomes vary with density nearby (in a
5km disk), conditional on the demographics of the survey
respondent.
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All panels show income/wages increasing with density. All
show plots of

ln(W ) = A0 + A1 ln(Density) + A2Demographics + ε

or

ln(W ) = A0 + A1 ln(Density) + ε

So the slope of the relationship is an elasticity.

Panel (c) is wages not conditional on demographics. On
average, doubling density increases wages by 12%.
Conditioning on demographics (age, sex, education) in panel
(d) reduces this to 5%. For Household income, the elasticity is
about 30% with and without controls.
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Comparing to the earlier results for France, unconditional
density wage elasticity of wages is 5% for France versus
about 12% for our mostly African sample. This result is
common. The urban wage premium seems to be larger in
poor countries than rich.
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158     Journal of Economic Perspectives

at the y-axis in this figure, we see that about 25 percent of the population of South 
and South East Asia occupies the 97 percent of regional area that is the least densely 
populated, while in other regions that population share is small—especially in North 
America and Europe. As a result, almost everyone lives on less than 3 percent of the 
land area. The more widespread occupation of land in South and South-East Asia 
reflects two factors: 1) a larger fraction of Asian land employed in labor-intensive 
agriculture; and 2) in much of Asia there is a relatively high ratio of national popu-
lation to land area, forcing use of a greater proportion of land. But even in South 
and South East Asia, there is still a lot of room for people to live at lower density: just 
25 percent of the population occupies 97 percent of the land area.
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Figure 1 
Population Density Gradients by Region

Source: Based on population data from GHS. 
Note: SSA—sub-Saharan Africa, LAC—Latin America and the Caribbean.

Person weighted distribution of population density.

This is very different from area weighted, which would show
most cells with almost no population.

The 20th percentile for population density in SSA is about
1000. The 80th is about 20,000.
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How much would this change household income?

lnY1 = A0 + 0.32 ln(20000) + A1Demographics + ε

− lnY0 = A0 + 0.32 ln(1000) + A1Demographics + ε

−−−−−−−−−−−−−−−−
lnY1 − lnY0 = 0.32(ln(20000)− ln(1000))

=⇒ ln
Y1

Y0
= 0.32 ln(20)

=⇒ ln
Y1

Y0
= ln(20(0.32))

=⇒ ln
Y1

Y0
= ln(2.6) =⇒ Y1

Y0
= 2.6

So an average household increases its income by a factor of 2.6 by
moving from the 20th to the 80th percentile of density. Why don’t
more people move?
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access to improved sanitation with density. As in the earlier case of net income, we 
also see a slow increase in access to improved sanitation at lower densities and more 
rapid increase at higher densities. Going from 550 people to 8,100 people/square 
kilometer raises the likelihood of improved sanitation from under 25 percent to 
over 50 percent. There is also evidence of a downturn at very high densities. This 
may reflect a decline in services to high-density slums, but our limited sample of very 
high-density respondents does not allow precision at this tail. 

A figure for access to safe water looks similar, including the non-linearity at 
high densities. For electricity, the fit with control variables included is very tight, 
although the rise is more linear. With mean outcomes of 0.5 to 0.7 for these three 
utilities, a one-standard deviation increase in the log of density increases outcomes 
from 0.075 to 0.11. We believe these differences are supply-driven and reflect lower 
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Figure 4 
Access to Improved Sanitation and Probability of Children Receiving Eight Years 
of School versus log Population

Note: Binscatter plots of a DHS indicator variable that is one if a respondent household has access to 
improved sanitation and of an indicator that is one if a household child 16 years old completed eight 
years of school, against the log of GHS population density in a 5km disk around the survey respondent. 
Log population density is censored below at about 8/km2. Left panel is unconditional. Right panel 
includes demographic controls and country fixed effects. Shading indicates 95 percent confidence 
band. DHS survey countries are listed in table A2. Linear regression based on results in table A1a, which 
provides more details about the sample. Slope coefficients and standard errors of best linear fits are; (a) 
0.083 (0.001) (b)0.063 (0.001) (c) 0.050 (0.001) (d) 0.016 (0.001). Details in online Appendix.
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Third and most critically, using control variables changes the picture consider-
ably. In a number of cases, demographic controls reduce density coefficients by 
well over 50 percent. However, most critically, in the case of diarrhea as illustrated, 
along with cough and infant mortality, effects are actually reversed, and being a 
victim of spousal abuse, having diarrhea, having cough and infant mortality increase 
significantly with density once controls are added. After controlling for demo-
graphic characteristics, one standard deviation increase in density is associated with 
an increase in domestic violence, diarrhea, cough, and infant mortality of 3.5 to 
5 percent relative to their means. 

Finally, with the addition of controls, the confidence bands expand dramati-
cally, as illustrated in the right-hand panel in Figure 5. This huge widening of 
confidence bands once controls are added applies to most of the outcomes in this 
sub-section (with the exception of fertility and spousal abuse). This means that we 
can have less confidence in the local precision of marginal density effects for most 
outcomes discussed in this section despite significant slopes to best-fit lines. To put 
it another way, the relationships among density, demographic controls, and these 
outcomes need much more investigation and may be more subject to unobserved 
features of the local environment.

The finding that diarrhea may rise with density may seem at odds with the 
finding in the previous subsection that that safe water and improved sanitation 
both improve with density. One possible interpretation is that, as density rises, 
the increased access to safe water and improved sanitation is not enough to offset 
the effect of increased crowding on contamination of food and water. Another 
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Figure 5 
Diarrhea Last Two Weeks for Children Five and under versus log Population 
Density

Note: Binscatter plots of a DHS indicator that is one if a child five or under had diarrhea in the past 
two weeks, against the log of GHS population density in a 5km disk around the survey respondent. Log 
population density is censored below at about 8/km2. Left panel is unconditional. Right panel includes 
demographic controls and country fixed effects. Shading indicates 95 percent confidence band. DHS 
survey countries are listed in table A2. Linear regression based on results in table A1b, which provides 
more details about the sample. Slope coecients and standard errors of best linear fits are; (a) –0.004 
(0.0005) (b) 0.003 (0.0004). Details in online Appendix.
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Summary
While incomes, wages, access to utilities, schooling, number of births, and use 

of contraception and vaccinations all improve with density, we see declines with 
density in child and adult health outcomes, including infant mortality, obesity, 
domestic violence, and fear of crime. Of course, some people will worry more about 
lifestyle diseases or crime than others, although child health may be harder to put 
aside. Regardless, those who place a heavier weight on these factors may be less 
likely to migrate to urban areas. 

The Roback Model Meets Current Patterns of Urbanization

The Roback (1982) model is the workhorse model for thinking about spatial 
equilibrium. In the original model, people are identical and move across space to 
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Figure 6 
Adult Obesity and Self-Reported Fear of Walking Outside versus log Population 
Density

Note: Binscatter plots of a DHS indicator that is one if the survey respondent is obese or reported being 
afraid for their safety while walking outside, against the log of GHS population density in a 5km disk 
around the survey respondent. Log population density is censored below at about 8/km2. Left panel is 
unconditional. Right panel includes demographic controls and country fixed effects. Shading indicates 
95 percent confidence band. DHS survey countries are listed in table A2. Linear regression based on 
results in table A1b, which provides more details about the sample. Slope coefficients and standard 
errors of best linear fits are; (a) 0.013 (0.0005) (b) 0.010 (0.0003) (c) 0.016 (0.004) (d) 0.016 (0.003). 
Details in online Appendix.
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Rural vs Urban: Summary I

These figures let us see rural vs urban incomes and
amenities. Exactly the factors that should affect spatial
equilibrium.

The household income premium looks huge.

Some amenities appear to improve with density; sanitation,
schooling, access to contraception. Some look worse. Child
mortality is marginally higher, so is sickness. Exposure to
crime is a little higher, and women are slightly more likely to
be victims of domestic violence. Lifestyle diseases are worse,
but it’s not clear if people facing hunger in the countryside
would regard this as a bad thing.
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Rural vs Urban: Summary II

Does this fit with our story for the developing world? Maybe,
but it seems like a stretch. The crude death rates in US cities
were 40% higher than the countryside. None of the problems
we see in cites is obviously of the same importance.
How do we explain that not everyone moves to cites (to triple
their income)?

The idea of spatial equilibrium is just wrong, and we don’t
know how to think about the problem.
Some of the problems we see in developing world cities are
more important than they look.
People in the developing world are really attached to their rural
homes.
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Rural vs Urban: Summary III

This last, ‘rural amenities’, is the current favorite resolution of
this puzzle. Let’s see how it works in the monocentric city
model, and look at some of the evidene/stories about it.
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The Monocentric City Model and Rural Amenities I

Recall how we set up the monocentric city model with rural
amenities,

AR,AU ∼ Rural and Urban amenities

cR, cU ∼ Rural and Urban consumption

and define u = u(ARcR).
Thus, the reservation utility level determined by rural income and
amenities.

Otherwise, everything is the same as the monocentric city model
with amenities.
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The Monocentric City Model and Rural Amenities II

Each urban household chooses their location, commutes to work
and divides w between commuting and c. This means that a
household’s problem is

max
c,x

u(AUc)

s.t. w = c + R(x)ℓ+ 2t |x |

Everyone, urban and rural, should get the same utility, so

u = u(ARcR) = u(AUcU) (1)

c∗(AU) = u−1(u)/AU
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The Monocentric City Model and Rural Amenities III

In addition, to make things easy, assume rural rent is zero and that
farmers don’t commute. This means that

cR = wR (2)

Finally, the estimates we just saw show that there is a big
difference between rural and urban income. To be specific,
suppose it’s a factor of 2.6 (what we just calculated). Then,

wU = 2.6 × wR (3)
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The Monocentric City Model and Rural Amenities IV

For urban residents, equilibrium in the moncentric city model
requires that

cU = wU − R(x)ℓ− 2tx (4)

= wU − 2tx

Substituting 2 and 4 into 1, we get

ARwR = AU [wU − 2tx ]

Finally, using 3, we get

ARwU/2.6 = AU [wU − 2tx ]

=⇒ AR = (1 − 2tx
wU

)2.6AU .
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The Monocentric City Model and Rural Amenities V

Lets call 2tx
wU

= α. This is the fraction of total household resources
devoted to commuting. This is probably less than 0.2. So, we have

=⇒ AR = (1 − α)2.6AU

> 2.0 × AU

That is, in order for us to have a spatial equilibrium where rural
residents don’t want to move to the city, and where doing so
increases income by a factor of 2.0, we need rural amenities to be
a lot bigger than urban amenities.

Why might this occur? There are three main hypotheses.

Unemployment is high in cities.

People don’t know about the opportunities available in the city.
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The Monocentric City Model and Rural Amenities VI

People just like to stay where they are born.

Let’s look at the case for each.
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Urban unemployment I

This idea was first developed by Harris and Todaro (1970)

Suppose people who move t the city are unemployed with
probability p, but they are never unemployed in the
countryside.

Then we could observe wU > wR , but because we are not
observing wages for the unemployed, this would not be the
wage people were using to make migration decisions.

Rather, people would be comparing the expected urban wage
(or the expected utility of the wage) to the rural wage. That is,
spatial equilibrium would be based on a comparison of pwU

and wR , not wR and wU .
This is a widely cited argument. However,
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Urban unemployment II

Household income is not subject to this reporting problem.
Surveys report incomes for all households, not just those with
jobs. It looks like household incomes go up with urbanization,
even after we allow for the fact that some households may face
unemployment.
There could be rural unemployment, too. Certainly,
‘underemployment’.

My view: Urban employment risk likely contributes to the
existence of the observed rural-urban wage gap, but it doesn’t
seem important enough to explain all or even most of it.
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Information I

Anther possibility is that rural residents simply don’t know that
better jobs are available in the cities. They would move if they
knew, but they don’t. In this case, if we could just teach them about
these opportunities, then we could shift a lot of people out of rural
poverty into the more productive urban economy.

Bryan et al. (2014) do a very nice experiment to assess this
hypothesis.

Copyright 2025, Matthew Turner 75



Explaining the rural urban wage gap?

Information II

Rural Bangladesh is subject to regular famines, each year during
the months leading up to the harvest.

1676 G. BRYAN, S. CHOWDHURY, AND A. M. MOBARAK

FIGURE 1.—Seasonality in consumption and price in Rangpur and in other regions of
Bangladesh. Source: Bangladesh Bureau of Statistics 2005 Household Income and Expenditure
Survey.

with incomes decreasing by 50–60% and total household expenditures drop-
ping by 10–25% during the post-planting and pre-harvest season (September–
November) for the Aman harvest, which is the main rice crop in Bangladesh
(Khandker and Mahmud (2012)). As Figure 1 indicates, the price of rice also
spikes during this season, particularly in Rangpur, and thus actual rice con-
sumption drops 22% even as households shift monetary expenditures toward
food while waiting for the harvest.

The lack of job opportunities and low wages during the pre-harvest season
and the coincident increase in grain prices combine to create a situation of sea-
sonal deprivation and famine (Sen (1981), Khandker and Mahmud (2012)).8
The famine occurs with disturbing regularity and thus has a name: monga.
It has been described as a routine crisis (Rahman (1995)), and its effects on
hunger and starvation are widely chronicled in the local media. The drastic
drop in purchasing power between planting and harvest threatens to take con-

8Amartya Sen (1981) noted these price spikes and wage plunges as important causes of the
1974 famine in Bangladesh, and that the greater Rangpur districts were among the most severely
affected by this famine.
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Information III

Better employment is available in the cities, and it is possible
to migrate to the city during the famine season, work, and
send money home.
To understand why more people don’t do this, Bryan et al.
(2014) selected households from rural villages at random to
either be ‘treated’ or ‘control’. There were three main
treatments

Cash transfer conditional on a household member migrating to
the city to work during the famine season. The transfer was
about equal to the cost of a round trip bus ticket (8.50USD)
Credit for the same amount, same terms. This is the same, but
8.50 is a loan, not a gift.
Information about the opportunities available in the city.
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Information IV

Because households are randomly assigned to treatment
‘arms’, comparing outcomes for treated households to those
for untreated households gives us the effect of the treatment,
no econometrics required.
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Information V

F IGURE 2.—Trial profile and timeline.
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Information VI

The research design depends critically on being able to
randomize treatments.

This table shows that they appear to have been successful.
Observable characteristics of treatment and control
households are statistically indistinguishable.

Could treated households still be, for example, more
ambitious, than typical households? This could happen if
‘more ambitious’ people get in line to participate in the
experiment. This problem sometimes occurs in experiments.
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TABLE I

RANDOMIZATION BALANCE ON OBSERVABLES AT BASELINEa

Incentivized Non-Incentivized

Cash Credit Control Info Diff. (I − NI) p-Value

Consumption of food 805.86 813.65 818.68 768.64 15.84 0.638
(19.16) (40.91) (31.76) (18.00) (33.57)

Consumption of non-food 248.98 262.38 248.4 237.35 12.23 0.278
(5.84) (6.74) (9.28) (7.99) (11.20)

Total consumption 1054.83 1076.03 1067.08 1005.99 28.06 0.465
(21.11) (42.08) (34.55) (22.77) (38.29)

Total calories 2081.19 2079.51 2099.3 2021.31 20.25 0.585
(per person per day) (20.34) (22.76) (30.44) (32.56) (36.99)

Calories from protein 45.66 45.3 46.26 44.75 −0.01 0.992
(per person per day) (0.54) (0.57) (0.77) (0.85) (0.92)

Consumption of meat products 25.04 18.24 27.13 20.71 −1.97 0.594
(2.58) (2.0) (3.24) (2.90) (3.69)

Consumption of milk and eggs 11.74 9.77 9.96 10.77 0.48 0.675
(0.79) (0.80) (1.12) (1.19) (1.13)

Consumption of fish 42.17 39.86 41.36 45.98 −2.56 0.496
(1.83) (1.79) (2.76) (2.89) (3.74)

Consumption of children’s education 24.14 27.14 22.31 16.95 6.01 0.016∗∗

(1.75) (2.31) (2.34) (2.1) (2.44)

Consumption of clothing and shoes 37.31 38.8 39.24 38.35 −0.80 0.693
(0.79) (0.90) (1.41) (1.30) (2.02)

Consumption of health for male 52.39 52.9 63.72 47.45 −2.86 0.696
(5.14) (5.23) (8.15) (6.48) (7.28)

Consumption of health for female 37.34 52.5 39.36 49.75 −0.31 0.961
(3.52) (5.75) (5.68) (7.51) (6.26)

Total saving in cash 1345.55 1366.37 1418.29 1611.05 −160.56 0.255
(conditional on positive savings) (97.54) (121.26) (135.04) (185.56) (140.09)

HH size 3.93 3.98 3.99 4.05 −0.07 0.473
(0.05) (0.05) (0.08) (0.08) (0.10)

HH head education 0.25 0.24 0.25 0.22 0.01 0.628
1 = Educated (0.02) (0.02) (0.02) (0.02) (0.03)

Number of males 1.19 1.22 1.18 1.18 0.03 0.515
Age > 14 (0.02) (0.02) (0.03) (0.03) (0.04)

Number of children 1.01 1.05 1.08 1.15 −0.09 0.093
Age < 9 (0.03) (0.04) (0.05) (0.05) (0.05)

Household has pucca walls 0.29 0.32 0.27 0.30 0.02 0.55
(0.02) (0.02) (0.03) (0.03) (0.04)

Literacy score average 3.37 3.40 3.48 3.30 −0.01 0.84
(0.04) (0.04) (0.05) (0.06) (0.06)

(Continues)
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TABLE II

PROGRAM TAKE-UP RATESa

Incentivized Cash Credit Not Incentivized Info Control Diff. (I − NI)

Migration rate in 2008 58.0% 59.0% 56.8% 36.0% 35.9% 36.0% 22.0∗∗∗

(1.4) (1.9) (2.1) (2.0) (2.8) (2.8) (2.4)

Migration rate in 2009 46.7% 44.6% 49.1% 37.5% 34.4% 40.5% 9.2∗∗∗

(1.4) (1.9) (2.1) (2.0) (2.8) (2.9) (2.5)

Migration rate in 2011b 39% 32% 7.0∗∗

(2.1) (2.5) (3.3)

aStandard errors in parentheses. ∗∗∗p < 0�01, ∗∗p < 0�05, ∗p < 0�1. Diff. Incentivized − Not Incentivized tests
the difference between migration rates of incentivized and non-incentivized households, regardless of whether they
accepted our cash or credit. No incentives were offered in 2009.

bFor re-migration rate in 2011, we compare migration rates in control villages that never received any incentives
to the subset of 2008 treatment villages that did not receive any further incentives in 2011. Note that migration was
measured over a longer period (covering the main monga season) in 2008 and 2009, and a different time period (the
mini-monga season) in 2011.

quite consistent with each other, and the first row of Table II shows the more
complete 2008 migration rates obtained in May 2009.

In Table II, we define a household as having a seasonal migrant if at least
one household member migrated away in search of work between September
2008 and April 2009. This extended definition of the migration window ac-
counts for the possibility that our incentive merely moved forward migration
that would have taken place anyway. This window captures all migration during
the Aman cropping season and, as a consequence, all the migration associated
with monga.

About a third (36.0%) of households in control villages sent a seasonal mi-
grant.13 Providing information about wages and job opportunities at the desti-
nation had no effect on the migration rate (the point estimate of the difference
is 0.0% and is tightly estimated). Either households already had this informa-
tion, or the information we made available was not useful or credible. With
the $8.50 (+ $3) cash or credit treatments, the seasonal migration rate jumps
to 59.0% and 56.8%, respectively. In other words, incentives induced about
22% of the sample households to send a migrant. The migration response to
the cash and credit incentives is statistically significant relative to control or
information, but there is no statistical difference between providing cash and
providing credit—a fact that our model will later account for. Since house-
holds appear to react very similarly to either incentive, we combine the impact

13In a large survey of 482,000 households in the Rangpur region, 36.0% of people report us-
ing “out-migration” as a coping mechanism for the monga (Khandker, Khaleque, and Samad
(2011)). Our result appears very consistent with the large-sample finding. Interestingly, survey
respondents who qualified for government safety-net benefits were no more likely to migrate
than households that did not.

This table shows that people changes their behavior in response to
the subsidy, but not in response to information.

Subsidy increases share of households with a migrant worker
from 36 to 58%, a 22% increase! This is a huge effect from a
small intervention.
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Information IX

In the year after the intervention, the share of treated
households with a migrant worker is 47%, versus 38% in
untreated households, even though there is no incentive
offered this year.

In the second year after the intervention, the share of treated
households with a migrant worker is 39% versus 32% for
untreated households. Again, no incentive in this year.
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TABLE III

EFFECTS OF MIGRATION BEFORE DECEMBER 2008 ON CONSUMPTION AMONGST REMAINING HOUSEHOLD MEMBERSa

ITT

Cash Credit Info ITT ITT IV IV OLS Mean

Panel A: 2008 Consumption
Consumption of food 61�876∗∗ 50�044∗ 15.644 48�642∗∗ 44�183∗ 280�792∗∗ 260�139∗∗ 102�714∗∗∗ 726�80

(29.048) (28.099) (40.177) (24.139) (23.926) (131.954) (128.053) (17.147)

Consumption of non-food 34�885∗∗∗ 27�817∗∗ 22.843 20�367∗∗ 16�726∗ 115�003∗∗ 99�924∗ 59�085∗∗∗ 274�46
(13.111) (12.425) (17.551) (9.662) (9.098) (56.692) (51.688) (8.960)

Total consumption 96�566∗∗∗ 76�743∗∗ 38.521 68�359∗∗ 60�139∗∗ 391�193∗∗ 355�115∗∗ 160�696∗∗∗ 1000�87
(34.610) (33.646) (50.975) (30.593) (29.683) (169.431) (158.835) (22.061)

Total calories 106�819∗ 93.429 −85.977 142�629∗∗∗ 129�901∗∗∗ 842�673∗∗∗ 757�602∗∗∗ 317�495∗∗∗ 2090�26
(per person per day) (62.974) (59.597) (76.337) (47.196) (48.057) (248.510) (250.317) (41.110)

(Continues)
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TABLE III—Continued

ITT

Cash Credit Info ITT ITT IV IV OLS Mean

Panel B: 2009 Consumption
Consumption of food 34.273 22.645 −30.736 43�983∗∗ 34�042∗ 230�811∗∗ 186�279∗ 1.687 872�69

(23.076) (23.013) (29.087) (17.589) (18.110) (100.536) (96.993) (14.687)

Consumption of non-food 3.792 31�328∗ −8.644 21�009∗ 14.877 110�324∗ 74.216 6.133 323�31
(16.186) (18.135) (20.024) (11.954) (12.031) (65.333) (63.792) (10.312)

Total consumption 38.065 53.973 −39.380 64�992∗∗∗ 48�919∗ 341�135∗∗ 260�495∗∗ 7.820 1196�01
(30.728) (34.057) (39.781) (23.958) (24.713) (137.029) (131.851) (21.044)

Total calories 83.242 23.995 −81.487 95�621∗∗ 78�564∗ 510�327∗∗ 434�602∗∗ 20.361 2001�27
(per person per day) (52.766) (62.207) (60.141) (39.187) (40.600) (221.010) (216.670) (28.392)

Controls? No No No No Yes No Yes No
aRobust standard errors in parentheses, clustered by village. ∗∗∗p< 0�01, ∗∗p< 0�05, ∗p< 0�1. Each row is a different dependent variable (in column 1). In the IV columns,

these dependent variables are regressed on “Migration,” which is a binary variable equal to 1 if at least one member of the household migrated and 0 otherwise. The last column
reports sample mean of the dependent variable in the control group. All consumption (expenditure) variables are measured in units of Takas per person per month, except Caloric
Intake which is measured in terms of calories per person per day. Some expenditure items in the survey were asked over a weekly recall and other less frequently purchased items
were asked over a bi-weekly or monthly recall. The denominator of the dependent variable (household size) is the number of individuals who have been present in the house
for at least seven days. Additional controls included in columns 5 and 7 were: household education, proxy for income (wall material), percentage of total expenditure on food,
number of adult males, number of children, lacked access to credit, borrowing, total household expenditures per capita measured at baseline, and subjective expectations about
monga and social network support measured at baseline.

To learn effects of treatment, let’s look at ‘Intent to Treat’. This
is the effect on households offered the conditional subsidies,
not on those that chose to use it, once offered.
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Information XII

The first table shows that consumption goes up a lot for these
households.

Cash and credit are about the same. Telling people about the
city doesn’t change their behavior very much.

The second table shows that this effect persists during the
year after the experiment.
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Information XIII

Summing up

Getting poor rural people to the cities, even for seasonal work,
increases their income.

This is consistent with the data we saw earlier documenting a
large rural-urban wage gap.

This experiment shows a really big effect on migration
behavior from a subsidy the size of a bus ticket.

But, the effect wears off after two years.

That is, even after they learn about the urban labor market,
most treated households revert to their pre-treatment
behavior.

At the margin, most households seem to be making decisions
they are happy with (score one for homo economicus).
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Information XIV

Can we use these results to say anything about the welfare
implications of migration? Probably not without knowing a lot
more about urban labor demand. What if each incentivized
rural migrant takes a job from an unincentivized rural migrant?
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Social Networks I

The rural population in developing countries is often very poor
(we just saw that many of them were willing to migrate to the
city for a season in response to a subsidy of less than 10$).

Perhaps for such poor people, their social networks are
important enough to offset the benefits of a higher urban
wage, far from people who can help them get a loan (often for
consumption) or find a job.

There has been a lot of research investigating this. The
following table from Munshi (2014) provides some evidence
about their importance.
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Social Networks II
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support. Consistent with this view, sending households contribute 5–8 percent of 
their annual income on average. An important role for the caste networks is to help 
households meet major contingencies like illness or marriage, which are relatively 
infrequent. The fraction of participating households would thus expand signifi-
cantly if the time-window was increased to five or ten years.

Transfers within the caste include gifts and loans. Despite the fact that loans 
account for just 23 percent of all transfers by value, we see in Table 1 that caste  
loans make up 14  percent of the total credit received by households in the 
year prior to the 1982 survey. Caste loans are the dominant source of informal 
(nonbank) credit, exceeding the amount received from moneylenders, friends, and 
employers. They are the dominant source of finance across all sources, including 
the bank, for meeting contingencies. Data from the 2005 Indian Human Develop-
ment Survey (IHDS), reported in Munshi and Rosenzweig (2014), indicate that 
these credit patterns have remained relatively stable over time. One reason why 
caste loans have maintained their importance is that they are obtained on easier 
terms than other sources of credit. In Munshi and Rosenzweig, we report that over 
20 percent of caste loans by value require no interest payment and no collateral 
(as is true for all gifts, which account for the bulk of within-caste transfers).

While caste-based rural insurance networks might have been in place for centu-
ries, urbanization in India is a relatively recent phenomenon. When India’s cities 
started to grow under colonial rule in the 18th and 19th centuries, the new networks 
that formed were also organized around the caste, supporting the movement of 
rural–urban migrants and finding them jobs once they arrived (Morris 1965; 
Chandavarkar 1994; Rudner 1994). This widespread use of caste-based networks 
led to the fragmentation of urban labor markets along caste lines. Although most 

Table 1 
Percent of Loans by Source and Purpose in India

Purpose: Investment
Operating 
expenses Contingencies

Consumption 
expenses All

Source:
Bank 64.11 80.80 27.58 25.12 64.61
Caste 16.97 6.07 42.65 23.12 13.87
Friends 2.11 11.29 2.31 4.33 7.84
Employer 5.08 0.49 21.15 15.22 5.62
Moneylender 11.64 1.27 5.05 31.85 7.85
Other 0.02 0.07 1.27 0.37 0.22
Total 100.00 100.00 100.00 100.00 100.00

Source: Munshi and Rosenzweig (2014). Data are from the 1982 Rural Economic Development 
Survey (REDS).
Notes: Statistics are weighted by the value of the loan and sample weights. Investment includes 
land, house, business, etc. Operating expenses are for agricultural production. Contingencies 
include marriage, illness, and others.

Could this be worth a wage increase of 260%?
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Explaining the rural urban wage gap: Summary I

The large rural-urban wage gap in developing countries is a
challenge to the idea of spatial equilibrium. How can people be
indifferent between locations when the income difference is so
great? Maybe the idea of people moving to equilibrate utility across
places is just wrong?

There was a large rural urban wage gap in developed
countries, too, but not as large, and we can rationalize it if we
think people trade off the urban mortality premium against the
wage. Developed world cities were dangerous places when
these countries were urbanizing. This is not obviously true for
developing countries.
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Explaining the rural urban wage gap: Summary II

Looking at how observable amenities vary with density in
developing countries is a mixed bag. Some things, like access
to improved sanitation and piped water, or contraception and
primary education, are better. Others are worse. children are
a little sicker, there may be greater exposure to crime. Is the
net value of this basket enough to offset the wage gap?

It does not look like the difference reflects higher urban
unemployment rates. We see an urban rural wage gap in
household income in a sample of households where we think
the rate of unemployment should be representative. It’s not
just that we are measuring the wage of the urban employed
versus the rural employed.
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Explaining the rural urban wage gap: Summary III

It does not seem that rural people are badly informed about
urban opportunities. Even once they go to the city and learn
about the urban labor market, they pretty quickly revert to their
old behavior.

Could it be social networks? There is evidence that social
networks help poor people. Could this be important enough to
explain this wage gap?

The jury is still out. But it is hard to think of a more important
question to answer. If we can speed the urbanization of the
rural poor, it looks like we can easily double their incomes. By
contrast, even China experiences urban growth of 10% per
year, something rarely attained by developing countries.
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Urbanization in the developing world: Summary I

Most urbanization today is happening in poor countries in Asia
and Africa. The rest of the world is already pretty highly
urbanized.

There are lots of problems with developing world cities. They
are being built in places that are poor relative to when
developed countries built their cities. Basic infrastructure is
scarce, sewers in particular, slums are common.

But, they do not seem to be as squalid and dangerous as
developed world cities were while they were being built.
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Urbanization in the developing world: Summary II

On the other hand, developing world cities appear to be
places of tremendous opportunity. Indeed, as grim as they
are, we should probably see slums as successes, not failures.
They are places where people can escape the still worse
poverty of the countryside.
We face two puzzles

Understanding why people ‘stick’ to rural places. It is hard to
point to an explanation that seems important enough.
Amenities and social networks are our leading candidates, but
they are hard to observe and quantify.
Understanding which of the onerous features of developed
world cities can be most cost-effectively resolved? How can
we allocate scarce dollars to city building in the way that will
lead to the largest reductions in squalor and misery?
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Urbanization in the developing world: Summary III

These two questions have only recently begun to attract the
attention of urban and development economists and are areas
of active research.
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