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Economic analyses of efficient policies to slow climate change require combining economic and
scientific approaches. The present study presents a dynamic integrated climate-economy (‘DICE’)
model. This model can be used to investigate alternative approaches to slowing climate change.
Evaluation of five policies suggest that a modest carbon tax would be an efficient approach to
slow global warming, while rigid emissions-stabilization approaches would impose significant net
€Conomic costs.

1. Introduction

The threat of climate change has become a major economic and political
issue, symbolic of growing concerns that humans are making irreversible and
potentially calamitous interventions in life-support systems. Climatologists
and other scientists have warned that the accumulation of carbon dioxide
(CO,) and other greenhouse gases (GHGs) is likely to lead to global
warming and other significant climatic changes over the next century. Many
scientific bodies, along with a growing chorus of environmentalists and
governments, are calling for severe curbs on the emissions of greenhouse
gases, as for example the reports of the Intergovernmental Panel on Climate
Change [TPPC (1990)] and the Second World Climate Conference (October
1990). Governments have recently approved a ‘framework treaty’ on climate
change to monitor trends and national efforts, and this treaty formed the
centerpiece of the ‘Earth Summit’ held in Rio in June 1992.

To date, the calls to arms and treaty negotiations have progressed more or
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less independently of economic studies of the costs and benefits of measures
to slow greenhouse warming. Over the last few years, however, a growing
(but not unanimous) body of evidence has pointed to the likelihood that
greenhouse warming will have only modest economic impacts in industrial
countries, while programs to cut GHG emissions will impose substantial
costs. Like two ships passing in the night, the economic studies and the
treaty negotiations seems to be proceeding independently under their own
steam. ‘

Notwithstanding the difficulties of marrying the economic analysis with the
policy process, the need to address the potential issues raised by future
climate change is daunting for those who take policy analysis seriously. It
raises formidable issues of data, modeling, uncertainty, international coordi-
nation, and institutional design. In addition, the economic stakes are
enormous, involving investments on the order of hundreds of billions of
dollars a year to slow or prevent climate change.

In earlier studies, I developed a simple cost-benefit framework for
determining the optimal ‘steady-state’ control of CO, and other greenhouse
gases.! This earlier study came to a middle-of-the-road conclusion that the
threat of greenhouse warming was sufficient to justify modest steps to slow
the pace of climate change, but I found that the calls for draconian cuts in
GHG emissions by 50% or more were not warranted by the current scientific
and economic evidence on costs and impacts.

The earlier studies had a number of shortcomings, but one of the most
significant from an analytical point of view was the inadequate treatment of
the dynamics of the economy and the climate. The steady-state approach is
unsatisfactory primarily because of the extraordinarily long time lags
involved in the reaction of the climate and economy to greenhouse gas
emissions. Current scientific estimates indicate that the major GHGs have an
atmospheric residence time over 100 years, moreover, because of the great
thermal inertia of the oceans, the climate appears to have a lag of several
decades behind the changes in GHG concentrations; and there are long lags
in introduction of new technologies in human economies to changing
economic conditions. It would appear, therefore, that the dynamics are of the
essence and that an examination of the steady state may provide misleading
conclusions for the steps that we should take at the dawn of the age of
greenhouse warming,

The plan of the present study is to develop a dynamic, global model of
both the impacts of and policies to slow global warming. It is an integrated
model that incorporates both the dynamics of emissions and impacts and the
economic costs of policies to curb emissions. We call it the DICE model as

!The latest version appears in abbreviated form in Nordhaus (1991a) and in greater detail in
Nordhaus (1991b).
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an acronym for a ‘Dynamic Integrated Climate-Economy model’.? This new
model is an advance over earlier studies in that it allows for different policies
in the transition path from those in the ultimate steady state. It does this
through the extension of the standard tools of modern optimal economic
growth theory and adding to this analysis both a climate sector and a
closed-loop interaction between the climate and the economy. The model is
sufficiently small as to be transparent (or at least translucent), to allow a
range of sensitivity analyses, and to be available for a number of further
extensions.

The purpose of this paper is to lay out in details the structure of the model
and the nature of the assumptions. The first section lays out the algebra of
the model in simplified form. The following sections derive the parameters of
the model in detail. The final sections then show some empirical runs of the
model and provide estimates of the optimal policy along with some
alternative approaches.

2. Methodology

Existing empirical studies of the interaction between climate change and
economic growth have generally been of a partial-equilibrium or static
nature. Much economic work has to date analyzed the costs of different
GHG restrictions. Estimating the economic and other impacts of greenhouse
warming has proved extremely difficult. I have attempted to summarize the
results of studies for the United States [see Nordhaus (1991c)], but these
remain incomplete in a number of respects.

The present study constructs a dynamic optimization model for estimating
the optimal path of reductions of GHG gases. The basic approach is to use a
Ramsey model of optimal economic growth with certain adjustments and to
estimate the optimal path for both capital accumulation and GHG-emission
reductions. The resulting trajectory can be interpreted as either (i) the most
efficient path for slowing climate change given initial endowments or (ii) as
the competitive equilibrium among market economies where the externalities
are internalized using the appropriate social shadow prices for GHGs. We
first describe the approach verbally and then present the model in equation
form.

In intuitive language, the approach is the following. Begin with the market
sector of the economy. The global economy is assumed to produce a
composite commodity. This means that countries can differ in their quantita-

*The complete model is presented in a forthcoming book [Nordhaus (1993a)]. In addition, the
theoretical underpinnings of the model are developed in a companion paper, Nordhaus (1993b),
which developed an optimal growth model in which to analyze the issue of the optimal response
to the threat of climate change under conditions of certainty.
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tive attributes, but there cannot be large differences in the composition or
relative proportions of different commodities. While this is a restrictive
assumption, preliminary work with a more complete multi-country model
suggests that aggregation does not affect the major conclusions.

Our composite economy is endowed with an initial stock of capital, labor
and technology, and all industries behave competitively. Each country
maximizes an intertemporal objective function, identical in each region,
which is the sum of discounted utilities of per capita consumption times
population. Output is produced by a Cobb-Douglas production function in
capital, labor, and technology. Population growth and technological change
are exogenous, while capital accumulation is determined by optimizing the
flow of consumption over time.

The next part of the model introduces a number of relationships that
attempt to capture the major forces affecting climate change. This part
includes an emissions equation, a concentrations equation, a climate equa-
tion, a damage relationship, and a cost function for reducing emissions.
Emissions represent all GHG emissions, although they are most easily
interpreted as CO,. Uncontrolled emissions are a slowly declining fraction of
gross output; this assumption is consistent with a complex set of assumptions
about the underlying production functions. GHG emissions can be
controlled by increasing the prices of factors or outputs that are
GHGe-intensive.?

Atmospheric concentrations are increased with emissions, with concen-
trations reduced with an atmospheric residence time of 120 years. Climate
change is represented by realized global mean surface temperature, which
uses an equilibrium relationship drawn from the consensus of climate
modelers and a lag given by a recent coupled ocean-atmospheric models. The
economic impacts of climate change are assumed to be increasing in the
realized temperature increase.

We note that this model has one major shortcoming as a representation of
economic and political reality. It assumes that the public goods nature of
climate change is somehow overcome. That 1s, it assumes that, through some
mechanism, countries internalize in their national decision making the global
costs of their emissions decisions. This seems unlikely, but the current
solution has the virtue of calculating the equilibrium that would emerge were
each country to behave in such a farsighted and altruistic fashion.

30ne concern that has arisen about this set of assumptions is whether it is consistent with
fundamental laws of physics. Is it possible, in other words, to have an indefinite decline in
emissions-output ratios? In principle, the answer is clearly yes because output is measured in
‘utils’ (or, more precisely, in ratios of marginal utilities), not in physical terms. Reductions arise if
the composition of output moves toward goods and services that have lower intensities of
constrained physical units (away from copper wire and toward moving a few electrons in fibers).
Moreover, the waste of energy in current economic activity is prodigious.
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3. Model
3.1. Basic outline*

In estimating the efficient path of capital accumulation and emissions
reduction, we use the following model and assumptions. The different regions
of the world are aggregated together and we analyze the optimal policy for
the average individual. Clearly, this assumption misses much of the current
dilemma and debate between developed and poor countries, and it also
averages out the losers and the winners from climate change. The defense of
this assumption is that this study is concerned with the efficient intertemporal
policies, not with the issues concerning the distribution of income across
countries or people.

The model operates in steps of 10 years centered on 1965, 1975, 1985, ...,
2095, ... . The model is calibrated by fitting the solution for the first three
decades to the actual data for 1965, 1975 and 1985 and is then optimizing for
capital accumulation and GHG emissions in the future. This approach
assumes that it is desirable to maximize a social welfare function that is the
discounted sum of the utilities of per capita consumption. The major decision
is about the level of consumption today, where abstaining from consumption
today increases consumption for future generations. In technical language, we
desire to maximize the objective function:

max Y Ulce), P11 +p) 7", (1)
{ett) t

which is the discounted sum of the utilities of consumption, U[c(t), P(t)],
summed over the relevant time horizon. Here U is the flow of utility or
social well-being, c(t) is the flow of consumption per capita at time ¢t, P(1) is
the level of population at time t, and p is the pure rate of social time
preference.’

The maximization is subject to a number of constraints. The first set

“This section presents the bare bones of a longer study which documents the data,
assumptions, and literature more fully. The longer study is currently available in Nordhaus
(1992) and will be forthcoming as a monograph from MIT Press in Nordhaus (1993a).

SNo issue is more controversial than the role of discounting in long-term environmental
problems. Much confusion arises because of the failure to distinguish between time discounting
and goods discounting, a distinction that is well handled in the Ramsey model. Time
discounting refers to the trade-off between the utility or well-being of different generations and is
represented by the pure rate of time preference, p, in the objective function. However, most
social decisions involve goods and services rather than well-being. Society must decide whether
to make an investment aimed at reducing today’s consumption in order to increase consumption
in the future; this approach is one of goods discounting, and the intertemporal price is reflected
in the real interest rate, r. In the framework used here, with no population growth, with a
growth rate of real income at rate g, and in steady state, goods discounting is related to time
discounting by the equilibrium formula r=p+ag.
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represents economic constraints, while the second is the novel set of
climate-emissions constraints.

3.2. Economic constraints®

The first set of constraints is those relating to the growth of output.
Economists will recognize these as a standard model of optimal economic
growth known as the ‘Ramsey model’ [Ramsey (1928); Solow (1988)]. The
first equation is the definition of utility, which is equal to the size of
population [ P(r)] times the utility of per capita consumption u[c(t)]. We take
a power function to represent the form of the utility function:

ULe(t), P(0)]=P(){[c()]’ ~*—1}/(1—0). 2

In this equation, the parameter « is a measure of the social valuation of
different levels of consumption, which we call the ‘rate of inequality aversion’.
When a=0, the utility function is linear and there is no social aversion to
inequality; as a gets large, the social attitude becomes increasingly egalitar-
ian. In the experiments reported here, we take a=1, which is the logarithmic
or Bernoullian utility function.

Output [Q(1)] is given by a standard Cobb-Douglas production function
in capital in technology [A(t)], capital [K(r)], and labor, which is pro-
portional to population. The term Q(¢) relates to climatic impacts and will be
described in eq. (12):

Q1) =D AMDK(t)P(1)' 7, Q)

where y is the elasticity of output with respect to capital. We assume
constant returns to scale in capital and labor.

The next equation shows the disposition of output between consumption
[C(1)] and gross investment {I(¢)]:

C(0)=0(1)—1(n). (4)
This simply notes that output can be devoted either to investment or to
consumption.
The next equation is the definition of per capita consumption:
)= C(t)/P(t). &)

Finally, we have the capital balance equation for the capital stock:

$This section presents a summary of a more extensive analysis of the DICE model. The full
documentation is given in Nordhaus (1993a).
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K()=(1-6x)K(t— 1)+ 1(1), (6)

where dy is the rate of depreciation of the capital stock.

3.3. Climate-emissions-damage equations

The next set of constraints will be unfamiliar to most economists and
consists of a simple representation of the relationship between economic
activity, emissions, concentrations, and climate change. As with the economic
relationships, these equations are highly aggregated.

3.3.1. Emissions

The firs: equation links greenhouse-gas emissions to economic activity. In
the analysis that follows, we translate each of the GHGs into its CO,
equivalent. To aggregate the different GHGs, we use a measure of the total
warming potential, which is the contribution of a GHG to global warming
summed over the indefinite future. Approximately 80% of the total warming
potential is due to CO,, and we therefore put most of our effort into
analyzing that gas.

In modeling GHG emissions, I assume that the ratio of uncontrolled
GHG emissions to gross output is a slowly moving parameter represented by
o(t). In what follows, we assume that the exogenous decline in ¢ is 1.25% per
annum. GHG emissions can be reduced through a wide range of policies. We
represent the rate of emissions reduction by an ‘emissions control factor’,
u(t). This is the fractional reduction of emissions relative to the uncontrolled
level. One of the key questions investigated here is the optimal trajectory of
emissions control. The emissions equation is given as:

E(t)=[1—pu(t)]o()Q(1). (7

In this equation, E(t) is GHG emissions, o(t) is determined from historical
data, and it is assumed that GHG emissions were uncontrolled through 1990.
The variable u(z) 1s determined by the optimization.

3.3.2. Concentrations

The next relationship in the economy-climate nexus represents the
accumulation of GHGs in the atmosphere. For the non-CO, GHGs, the
issues are relatively straightforward issues of estimating the atmospheric
lifetimes or chemical transformations. We concentrate here on CO, because
that is likely to be the most important gas for greenhouse warming. I assume
that CO, accumulation and transportation can be represented as a system of
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boxes in which each of the boxes is well mixed. The background study
[Nordhaus (1992a, 1993)] shows that this can be represented by the
following equation:

M(1)=BE(1) +(1 - ) M(t— 1), (8)

where M(t) is the change in concentrations from pre-industrial times, § is the
marginal atmospheric retention ratio, and Jy, is the rate of transfer from the
quickly mixing reservoirs to the deep ocean. This equation is the GHG
analog of the capital accumulation equation. Atmospheric concentrations in
a period are determined by last period’s concentrations [M(t—1)] times
(1—04y), where Oy is the rate of removal of GHGs. We have estimated this
relationship on historical data (1860-1985) and derived the following
equation:

M(1)—09917M(t—1)=0.64E(r)  R*=0.803, SEE=0.519
(0.015) (8)

This is the equation we use in the model.

3.3.3. Climate change

The next step concerns the relationship between the accumulation of
greenhouse gases and climate change. Climate modelers have developed a
wide variety of approaches for estimating the impact of rising GHGs on
climatic variables. On the whole, existing models are, unfortunately, much
too complex to be included in economic models. Another difficulty with
current general circulation models (GCMs) is that they have generally been
used to estimate the equilibrium impact of a change in CO, concentrations
upon the level of temperature and other variables. For economic analyses, it
is essential to understand the dynamics or transient properties of the
response of climate to GHG concentrations.

The basic approach is to develop a small model that captures the
summary relationship between GHG concentrations and the dynamics of
climate change. In what follows, we represent the climate system by a multi-
layer system; more precisely, there are three layers — the atmosphere, the
mixed layer of the oceans, and the deep oceans — each of which is assumed
to- be well mixed. The accumulation of GHGs warms the atmospheric layer,
which then warms the mixed ocean, which in turn diffuses into the deep
oceans. The lags in the system are primarily due to the thermal inertia of the
three layers. We can write the model as follows:
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T()=T (=) +(/RNF(O)~ AT (t— 1)~
(Ry/t)[Ty(t—1)— Tp(t— 1)1},

(1) =Tyt =D +(1/R){(Ro/t,)[ Ty (t— 1) — Tyt — 1)1},

where T(t)=temperature of layer i in period ¢ (relative to the pre-industrial
period); i=1 for the atmosphere and upper oceans (rapidly mixed layer) and
i=2 for the deep oceans; F(r)=radiative forcing in the atmosphere (relative
to the pre-industrial period); R, =the thermal capacity of the different layers;
1, =the transfer rate from the upper layer to the lower layer; and i=
feedback parameter.

The next step is to find the appropriate numerical representation of the
simplified climate model in (9). We estimate the parameters in (9) by
calibrating the smaller model to transient runs from larger GCMs and by
comparing the predictions with historical data. Unfortunately, the models
disagee by a wide margin, and the historical data are even further at variance
from the climate models. In the study here, we use the results from a study
by Schlesinger and Jiang (1990) for calibration purposes. This study has a
temperature—CQO,, sensitivity of 3°C for CO, doubling, which is close to that
of the scientific consensus [see National Academy of Sciences (1992)].

%)

3.34. Impacts

The next link in the chain is the impact of climate change on human and
natural systems. Estimating the damages from greenhouse warming has
proven extremely difficult. An early discussion is contained in Schelling
(1983), EPA summarized a number of studies (1989), and I put those studies
into the context of the national-income accounts in Nordhaus (1991b). The
overall assessment of the cost of greenhouse warming in the U.S. was that
the net economic damage from a 3°C warming is likely to be around 0.25%
of national income for the United States in terms of those variables could be
quantified. This figure is clearly incomplete, for it neglects a number of areas
that are either inadequately studied or inherently unquantifiable. As a rough
adjustment, I increased this number to around 1% of total U.S. output to
allow for these unmeasured and unquantifiable factors. Making adjustments
for output composition in different countries, I further raised the estimated
impact to 1.33% of global output for all countries. In addition, there is
evidence that the impact increases nonlinearly as the temperature increases,
and we assume that the relationship is quadratic. Therefore, the final
relationship between global temperature increase and income loss is:

d(£)=0.0133[ T(2)/3120(1), (10)

where d(t) is the loss of global output from greenhouse warming. Although
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there is much controversy about the parameters of (10), using alternative
estimates of impacts does not change the basic results markedly.’

3.3.5. Cost of emissions reduction

The last major link in the chain is the costs of reduction of greenhouse
gases. This is the one area that has been extensively studied and, whiie not
without controversy, the general shape of the cost function has been sketched
on a number of occasions. There are numerous estimates, particularly for
CO,, of the cost of reducing GHGs; see the extensive surveys in EPA (1990),
Nordhaus (1991¢), Dean and Hoeller (1992), Amano (1992), EC (1992a, b)
and the results of EMF-12.% Using current annual emissions of 8 billion tons
of CO, equivalent, my survey suggested that a modest reduction of GHG
emissions can be obtained at low cost. After 10% reduction, however, the
curve rises as more costly measures are required. A 50% reduction in GHG
emissions is estimated to cost almost $200 billion per year in today’s global
economy, or around 1% of world output. This estimate is understated to the
extent that policies are inefficient or are implemented in a crash program.
The final form of the equation used in the model is:

TC(1)/GNP(t) = b, u(t)*> =0.0686(z) 28" (11)

where u is the fractional reduction in GHG emissions and TC/GNP is the
total cost of the reduction as a fraction of world output.®

Combining the cost and damage relationships, we have the Q relationship
in the production function as follows:

Q) =[1-byp(1)**1/[1 +d ()]

A thorough review of impacts by Cline (1992) finds an estimated impacts of 1.1% of GNP for
a 2.5°C warming as opposed to the estimate of 1% for 3°C warming by the present author. A
more recent unpublished study by Fankhauser (1992) estimates total impacts of a doubling of
CO, would lead to a 1.3% cost to the US, a 1.4% cost to the OECD, and a 1.5, cost to the
world. Because estimating the impacts of climate change has proven extremely difficult, the
present author is in the process of undertaking a survey of experts on the economic impacts of
climate change on human and non-human systems. At the mid-point of the survey, the ‘trimmed
mean’ of the experts’ estimate of the impact of a 3°C warming is approximately 20% higher than
the estimate used in the DICE mode! while the experts’ estimate of the impact of a 6°C warming
is about 30% lower than that in the DICE model. One major concern of most respondents is
that the impact is thought to be considerably higher for low-income countries than in high-
income countries.

5The most systematic study is the model comparison study of the Stanford Energy Modelling
Forum 12 under the general direction of John Weyant. The results of this study have been
presented informally and conform for the most part to the survey in Nordhaus (1991c).

9Alternative views of the costs of mitigation are contained in Nalional Academy of Sciences
(1992) and Cline (1992). The major difference among studies concerns the possibility of zero-cost
or low-cost mitigation in areas where informational deficiencies or market failures hinder
reaping all cost-beneficial investments in energy conservation. National Academy of Sciences
(1992) estimates these to range between 10 and 40% of U.S. GHG emissions, whereas this study
is at the lower end of that range.
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=[1-0.0686u(2)>-*%71/[1+40.00144T(1)*]. (12)

4. Data, calibration, and sensitivity analysis'®
4.1. Fitting the model

This section describes briefly the sources of the data used for the model
and the calibration of the model to the data. Data on the major variables
were collected for three years, 1965, 1975 and 1985, while future periods are
estimated by the calculations described above. Data on population, GNP,
consumption, and investment are obtained from existing data sources of the
World Bank, UNESCO, the OECD and the US. and other national
governments.

The parameters of the Cobb-Douglas production function are obtained by
assuming that the output-elasticity of capital 1s 0.25 and then by estimating
the level and rate of Hicks-neutral technological change directly as a
residual. The utility function is assumed to be logarithmic, and the rate of
social time preference is taken to be three percent per year. This preference
function leads to predictions of the rate of return on capital and the gross
savings rate that are close to observed levels.

Assumptions about future growth trends are as follows: the rate of growth
of population is assumed to decrease slowly, stabilizing at 10.5 billion people
in the 22nd century. The rate of growth of total factor productivity is
calculated to be 1.3% per annum in the 1960-1989 period. This rate is
assumed to decline slowly over the coming decades.

The model has been run using the 486 version of the GAMS algorithm on
various 386 compatible machines. The canonical runs presented below use a
40-period calculation with terminal valuations (or transversality conditions)
on carbon, capital, and atmospheric temperature; these terminal valuations
were obtained from a 60-period run and are sufficient to stabilize the
solution for the first 20 periods. The canonical 40-period run can be solved
in about two minutes on an Intel 486/33 processor.

Optimization models of the kind analyzed here have proven extremely
resistant to conventional econometric estimation. In the place of a formal
statistical procedure, we have simply chosen parameters so that the values
taken by the model in the first three periods are tolerably close to actual
data. The current solution matches global GNP, emissions, GHG concen-
trations, and even estimates of global temperature change reasonably well for
the historical periods.

'%The details of the data are described in Nordhaus (1993a).
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4.2. Sensitivity analyses

The DICE model contains many parameters and assumptions that will
affect the projections and policy conclusions. The present study presents the
central or ‘best-guess’ case and does not at this stage include sensitivity
analyses. In work underway, however, an extensive and systematic attempt to
evaluate the major uncertainties has been undertaken, and that analysis will
be presented in Nordhaus (1993a). A brief description of the approach and
tentative results of the sensitivity analysis will be provided here.

The sensitivity analysis first screens each of the parameters and major
model components in the DICE model to determine which are important for
economic, environmental, and policy variables. Among the two dozen
parameters, nine which have the most impact upon key outcomes are then
selected for detailed analysis — these nine including parameters such as
population and productivity growth, the parameters of the climate, emissions,
and concentrations modules, and the rate of time preference. A Monte Carlo
run then provides estimates of the uncertainty due to each parameter as well
as the underlying uncertainty about the major variables (such as tempera-
ture, GHG concentrations, and GHG control rates). The major results of this
stage to data are that the results are modestly sensitive to alternative values
of major variables. Among the important variables that produce large
uncertainties are population and productivity growth, the trend in the GHG
emissions—output ratio, and the pure rate of time preference.!

The final stage of the analysis is to determine the impact upon the optimal
policy of uncertainty. Should we pay an ‘insurance premium’ to reflect the
impact of uncertainty, non-linearity, and risk aversion upon our optimal
policy? While the research on the issue is still underway, it appears that the
uncertainty about the size and impacts of future climate change would add a
significant risk premium to, perhaps even doubling, the ‘best guess’ policies
analyzed here.

5. Policy experiments

We now describe the different scenarios or policy experiments to which the
model is applied.

""Many readers of this and associated studies have expressed concern that the results are
inherent in assuming too high a ‘discount rate’. While there is some merit in this point, the
whole story is more complicated. In the first point, the distinction between time discounting and
goods discounting is often obscured. While people may raise ethical objections to time
preference in the form of a high pure rate of time preference, there is no analogous objection to
a high rate of goods discounting in the form of a high real interest rate where that reflects rapid
growth of living standards. Second, when the pure rate of time preference is lowered to 0.1 per
year while adjusting the rate of inequality aversion to maintain the same real rate of interest,
there is only a modest change in the optimal policy (either the carbon tax or the GHG control
rate). The change in the optimal policy occurs because an increase in the net savings rate drives
down the real interest rate.
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5.1. No controls (‘baseline’)

The first run is one in which there are no policies taken to slow or reverse
greenhouse warming. Individuals would adapt to the changing climate, but
governments would take no steps to curb greenhouse-gas emissions or to
internalize the greenhouse externality. This policy is one which has been
followed for the most part by nations through 1989.

5.2. Optimal policy

The second case undertakes to construct economically efficient or ‘optimal’
policies to slow climate change. This run maximizes the present value of
economic welfare; more precisely, this case maximizes the discounted value of
utility in (1) subject to the constraints and relationships in (2) to (12). This
policy can be thought of as one in which the nations of the world gather to
set the efficient policy for internalizing the greenhouse externality. It is
assumed that the policy is efficiently implemented, say through uniform
carbon taxation, in the decade beginning 1990.

5.3. Ten-year delay of optimal policy

This policy is one which delays implementing the optimal policy for ten
years. This policy examines the issue of the costs and benefits of delaying
implementing policies until our knowledge about the greenhouse effect, along
with its costs and benefits, is more secure. This approach has been advocated
by the U.S. government during the Bush administration. In this scenario, we
assume that sufficient information is in hand so that the optimal policy is
implemented beginning in the decade starting in 2000.

5.4. Twenty percent emissions reductions from 1990 levels

Many environmentalists and some governments are proposing a substan-
tial cut in CO, or GHG emissions. One target that has been prominently
mentioned is a 20% cut in emissions. This is interpreted here as a 20%; cut of
the combination of CFC and CO, emissions from 1990 levels, where these
are converted to a CO,-equivalent basis. In quantitative terms, this repre-
sents an emissions limitation of 6.8 billion tons per year of CQO, equivalent.
This policy has no particular analytical, scientific, or economic merit, but it
has the virtue of simplicity; it implies a growing percentage reduction in the
future given a growing uncontrolled emissions path.
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Table 1
Impact of alternative policies on discounted consumption.

Discounted value

of consumption, 1990 Difference
Run [trillions from no controls  Percent
no.  Description of 1989 US §] [billions of §] difference
1 No controls 731.694 0 0.000
2 Optimal policy 731.965 271 0.037
3 Ten-year delay 731.937 243 0.033
4 Stabilize emission 720.786 (10,908) —1.491
5 Geoengineering 737.296 5,602 0.766

5.5. Geoengineering

A final policy would be to determine the benefit of a technology which
would provide costless mitigation of climate change. This could occur, for
example, if some of the geoengineering options proved technically feasible
and environmentally benign. Two interesting proposals include shooting
smart mirrors into space with 16-inch naval rifles or seeding the oceans with
iron to accelerate carbon sequestration.!? An alternative interpretation
would be that the greenhouse effect has no harmful economic effects. This
scenario is useful as a baseline to determine the overall economic impact of
greenhouse warming and of policies to combat warming.

6. Results and conclusions

We now summarize the overall results for the five scenarios described
above. A longer description of the model and a presentation of the numerical
results is contained in Nordhaus (1993a).

6.1. Overall results

Table 1 shows the overall evaluation of the different policies. The first
column shows the discounted value of consumption for the five paths. This is
calculated as the present value of consumption after 1990 discounted at the
market rate of return on capital (discounted back to 1990 in 1989 prices).

The optimal policy in row 2 has greater value than the three other policies
in rows 1, 3 and 4.!3 The optimal policy has a net benefit of $271 billion
relative to a policy in which no controls are undertaken. This number is

12The issues of geoengineering are discussed in National Academy of Sciences (1992).
13The values in column 3 for run i are equal to the present value of consumption for run 1
plus the algebraic difference in the attained value of the objective function from run i to run 1.
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absolutely large, although it is only 0.037% of the discounted value of the
consumption. The cost of delaying the optimal policy by ten years is
estimated to be $28 billion.

The environmentalists policy of reducing emissions 209, below 1990 levels
is extremely costly. We estimate that this policy will cost $10.9 trillion in
present value terms. This constitutes 1.5% of the total discounted value of
consumption.

The last row shows the overall economic impact of climate change. The
net damage from global warming is estimated to be $5.9 trillion relative to
the optimal policy and $5.6 trillion relative to a policy of no controls. These
represent 0.81 and 0.77% of the discounted value of consumption.

In general, these numbers are mind-numbing in absolute size - largely
because we are considering global output over the indefinite future. On the
other hand, with the exception of the policy of stabilizing emissions, the
numbers are modest relative to the total size of the global economy.

6.2 Emissions and concentrations

We next show some of the details of the model runs. Figs. 1 and 2 show
the emissions control rates in different scenarios. These show the extent to
which GHG emissions are reduced below their uncontrolied levels. In the
optimal path, the rate of emissions reduction is approximately 10%, of GHG
emissions in the near future, rising to 159 late in the next century. (Recall
that this is primarily CO, emissions.) The environmental path of a 209 cut
in emissions from the 1990 level shows steeply rising control rates, with the
rate of control reaching 709, by the end of the next century.

Fig. 3 shows projected CO,-equivalent atmospheric concentrations in
billions of tons CO, equivalent (again, this includes both CO, and CFCs).
The impact of the optimal control strategy is noticeable, reducing concen-
trations by a little more than 100 billion tons at the end of the next century.
Note that even with emissions stabilized at 80% of 1990 levels, the
atmospheric concentrations of CO,-equivalent concentrations continue to
rise. The ten-year delay in implementing greenhouse gas restraints show
virtually no difference from the optimal path and is not included in the
graph.

6.3. Global temperature

Fig. 4 shows the resulting projected increase in realized mean global
surface temperatures (relative to temperatures in the 19th century). The
uncontrolled path shows an initial increase of around 0.6°C today, rising to
3.1°C by 2100.

The optimal path shows a modest decline in the growth rate of global
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temperatures, with a rise of about 0.2°C less than the uncontrolled path by
the end of the next century. The policy that cuts emissions to 809, of the
1990 level shows continued growth in temperatures, rising to 2.25°C by the
end of the next century. This surprising result shows that even draconian
policies will slow climate change only modestly. The reason is primarily
because of the momentum in the system from existing concentrations of
GHGs. ‘

6.4. Carbon taxes

Figs. 5 and 6 show the carbon tax that would be necessary to implement
each of the policies. The carbon tax should be thought of as the tax (or its
regulatory equivalent) that would be necessary to raise fossil fuel and other
prices sufficiently to induce economic agents to substitute other goods and
services for carbon-intensive ones.

The optimal path shows a carbon tax of around $5 per ton carbon (or the
equivalent in other GHGs) for the first control period, 1990-1999. For
reference, a $10 per ton carbon tax will raise coal prices by $7 per ton, about
25% at current U.S. coal prices. The carbon tax increases gradually over time
to around $20 per ton carbon by the end of the next century. The rising tax
primarily reflects the rising level of global output rather than increasingly
stringent control efforts.

The ten-year delay has a zero tax in the fourth period, but then is virtually
indistinguishable from the optimal policy. The policy of no mitigation
obviously has a zero carbon tax. Fig. 6 shows the trajectory of the policy
that cut emissions 20% from 1990 levels. This tax reaches about $100 per ton
early in the 21st century and climbs to almost $500 per ton by the end of the
next century. Clearly, very substantial fiscal or regulatory steps are necessary
to bring about a trajectory with constant CO, emissions.

6.5. Output

Figs. 7 and 8 show the impact of different policies on output. The first
shows the estimates for the entire period while the second zooms in on the
first few periods. For these calculations, the value of output is ‘green’ gross
world output (GGWP). Conceptually, GGWP equals output less the flow of
damages from climate change less the costs of mitigation. The surprising
result of these figures is that the difference between a policy of no controls
and the optimal policy is relatively small through the next century. The flow
impact, relative to the optimum, is somewhat less than one percent of real
output at the maximum. Of course, the actual damage (equal to the
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difference between the ‘no controls’ and the ‘geoengineering’) is much larger
than the cost of no controls relative to the optimum. But the latter appears
small because a fair amount of economic cost would occur even in the
optimal trajectory.

While the difference between the no-controls and the optimal policies is
small, there are big stakes in both the geoengineering option and in the
environmental option. The impact of a geoengineering solution would be
quite substantial — because it would cut the costs of both climate damage
and of mitigation.

There is also potential for a major waste of resources if the greenhouse
policies go too far. Fig. 7 shows the impact on green world output of going
too far in the control of greenhouse gases — leading to net losses in output of
over $3 trillion annually by the end of the next century.

Finally, fig. 9 shows the trajectory of real consumption per capita in the
four cases. The striking feature of this figure is that, even though there are
differences among the cases studied here, the overall economic growth
projected over the coming years swamps the projected impacts of climate
change or of the policies to offset climate change. In these scenarios, future
generations may be worse off as a result of climate change, but they are still
likely to be much better off than current generations. In looking at this
graph, I was reminded of Tom Schelling’s remark a few years ago that the
difference between a climate-change an a no-climate-change scenario would
be thinner than the line drawn by a number 2 pencil used to draw the
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curves. Thanks to the improved resolution of computerized graphics, we can
now barely spot the difference!

7. Summary and conclusion

The present study has investigated the implications of economic growth on
the environment as well as the economic impact of different environmental
control strategies upon the global economy. This study takes the approach
that an efficient strategy for coping with greenhouse warming must weigh the
costs and benefits of different policies in an intertemporal framework. Using
this approach, the major results and reservations are the following.

This study has examined five different approaches to GHG control: no
control, an economic optimization, geoengineering, stabilization of emissions,
and a ten-year delay in undertaking climate-change policies. Among these
five, the rank order from a pure economic point of view at the present time
is geoengineering, economic optimum, ten-year delay, no controls, and
stabilizing emissions. The advantage of geoengineering over other policies is
enormous, although this result assumes the existence of an environmentaily
benign geoengineering option. The policies of no controls, the economic
optimum, ten-year delay, and emissions stabilization have differential impacts
that are less than one percent of discounted consumption.

It is instructive to compare these results with those from other economic
studies. The studies of Manne and Richels (1990, 1992), Peck and Teisberg
(1991), and Kolstad (1992} find conclusions that are roughly similar to those
reported here. All these studies contain explicit or implicit relationships
between emissions control rates and carbon taxes; the relationships are
broadly similar to those found in figs. 1, 2 and 5 of this paper, although
papers with more detailed energy sectors have more complex dynamics than
those seen here. The studies by Jorgenson and Wilcoxen (1991 expecially)
show a lower set of carbon taxes needed to reduce GHG emissions than
those shown here in part because of the induced innovation in the
Jorgenson—-Wilcoxen model.

Three other studies — those of Cline (1992), Peck and Teisberg (1991),
Kolstad (1992) as well as earlier studies by the present author (1979, 1991a,b)
— also determine the optimal emissions control rates and carbon taxes. With
the exception of Cline (1992), all the earlier studies show optimal policies in
the general range of those determined here. A study by Hammitt et al. (1992)
traces out alternative control strategies to attain certain temperature con-
straints; while not determining an optimal path, this study concludes that a
‘moderate reduction strategy’ is less costly than an ‘aggressive’ approach if
either the temperature-concentrations sensitivity (1/4) is low or if the
allowable temperature change is above 3°C. The study of Cline (1992), by



W.D. Nordhaus, Controlling greenhouse gases 49

contrast, has much higher control rates. The more stringent controls in the
Cline study are due to a number of features — primarily, however, because
the Cline result is not grounded in explicit intertemporal optimization and
assumes a rate of time preference that is lower than would be consistent with
observed real interest rates.!*

It must be emphasized that the present analysis has a number of
important qualifications. The most important shortcoming is that the
damage function, particularly the response of developing countries and
natural ecosystems to climate change, is poorly understood at present;
moreover, the potential for catastrophic climatic change, for which precise
mechanisms and probabilities have not been determined, cannot currently be
ruled out. Furthermore, the calculations omit other potential market failures,
such as ozone depletion, air pollution, and R&D, which might reinforce the
logic behind greenhouse gas reduction or carbon taxes. Issues of sensitivity
analysis with respect to either parameters or components of the model have
not been addressed in this study, although an examination of these issues is
underway, as discussed above. And finally, this study abstracts from issues of
uncertainty, in which risk aversion and the possibility of learning may
modify the stringency and timing of control strategies. Notwithstanding these
qualifications, the optimai-growth approach may help clarify the questions
and help identify the scientific, economic and policy issues that must
underpin any rational decision.

14See the discussion in footnote 5 above.
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