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Introduction

Progress so far...

Recalling our statement of the global warming problem,

max
I,M

u(c1, c2) (1)

s.t. W = c1 + I + M (2)

c2 = (1 + r)I − γ(T2 − T1)I (3)

E = (1 − ρ4
M
W

)(ρ5(c1 + I)) (4)

P2 = ρ0E + P1 (5)

T2 = ρ1(P2 − P1) + T1 (6)

We have discussed the last two constraints, the climate model and
the carbon cycle. We’ve also discussed emissions and the
relationship between consumption and emissions.

Our next target is γ.
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Ohlmstead and Rhode (2011)

Costs of climate change

If we are going to find a big impact of climate change on
productivity, it should be in a sector which is sensitive to the
climate. Let’s start by looking at agriculture. Presumably the
effects are bigger here than they are in ‘jewelry’, ‘manufacturing’ or
‘business services’, which appear to be less sensitive to the
climate. Thus, looking at the effect of climate on agriculture ought
to give us an upper bound on the effect of climate on overall
productivity.
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Ohlmstead and Rhode (2011)

Will climate change be an agricultural disaster? I
O & R track expansion wheat cultivation across North America
during the 19th and 20th century. We see rapid expansion of
wheat cultivation into areas and climates where wheat could not
previously be grown.
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Ohlmstead and Rhode (2011)

Olmstead and Rhode (2011), Figure 4
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Ohlmstead and Rhode (2011)

In particular, wheat moves into colder, drier regions.
This is good for two reasons

Agriculture can adapt quickly

As the planet warms and get wetter, we’ll be reverting to
conditions more like those in the parts of North America that
were first successfully settled/farmed. We know we can live in
these conditions

What we can’t learn from this paper is whether this adaptation will
be easy, or if it will be hard, like the community of Selkirk described
in the paper.
To answer this, we’ll need to actually try to measure how
agricultural productivity changes with climate.
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Technical aside: partial differentiation

Partial differentiation I

Given a univariate function f : R → R, or f (x) ∈ R, we have

df
dx

= lim
ϵ→0

f (x + ϵ)− f (x)
ϵ

This is the ‘instantaneous slope’ of f at x .
Partial differentiation is the generalization of this idea to surfaces.
Consider a function F : R2 → R, or F (x1, x2) ∈ R. This function
describes a surface, a height for each point in the plane. How do
we think about the slope of such a surface? What we want is a
tangent plane rather than a tangent line.
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Technical aside: partial differentiation

Partial differentiation II

With partial differentiation, we think about the slope of such a
plane along one axis. Thus, given F (x1, x2), we define

∂F
∂x1

= lim
ϵ→0

F (x1 + ϵ, x2)− F (x1, x2)

ϵ

This is exactly analogous to the univariate derivative, if we imagine
that we are finding the slope of a ‘slice’ of the surface parallel to
the x2 axis.
Mechanically, treat the ‘other variables’ as constant and use all the
rules you know from univariate differentiation.
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Technical aside: partial differentiation

Partial differentiation III

Example:

F (x , y) = 2x + 3y2 + 2xy

=⇒∂F
∂x

= 2 + 2y

=⇒∂F
∂y

= 6y + 2x

This should be in your calculus book.
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Technical aside: OLS

OLS I

We’ll need to use regression analysis to figure out the effect of
climate on agricultural productivity.

Regression analysis is a collection of mathematical
techniques for drawing a line through the ‘center’ of a bunch of
points.

The first step is to define, mathematically, what ‘center’
means’.

There are many ways to do this. One of the simplest is
‘Ordinary Least Squares’ or OLS.
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Technical aside: OLS

OLS II

x

y

ax+b

e

e
e

1

2
3

(1,1)

(2,4)

(3,3)

We want a and b so that line goes through the ‘center’ of these
points.
Define the residuals as e = y − (ax + b) so that
e1 = −(a + b − 1), e2 = −(2a + b − 4), e3 = −(3a + b − 3).
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Technical aside: OLS

OLS III

Choose a and b to minimize the sum of squared residuals,

mina,be2
1 + e2

2 + e2
3

=mina,b(−(a + b − 1))2 + (−(2a + b − 4))2 + (−(3a + b − 3))2

First order conditions are ∂F
∂a = 0 and ∂F

∂b = 0.
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Technical aside: OLS

OLS IV

Evaluating ∂F
∂a = 0,

2(a + b − 1) + 2(2a + b − 4)2 + 2(3a + b − 3)3 = 0

=⇒b = 3 − 14
6

a

Evaluating ∂F
∂b = 0,

2(a + b − 1) + 2(2a + b − 4) + 2(3a + b − 3) = 0

=⇒b =
8
3
− 2a

Equating the two expressions for b we get a = 1. Using this in
either of the expressions for b we get b = 2/3.

Copyright 2023, Matthew Turner 14



Technical aside: OLS

OLS V

Thus we have y = 2
3 + x + e, or ŷ = 2

3 + x .

(Aside) Actually, we’ll think of e as a random variable, what we’ll
actually have is Eâ,Eb̂,Eê. This means that the parameters
themselves may be estimated with error.
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Technical aside: OLS

OLS VI

We can rewrite these first order conditions in a really useful way,

∂F
∂b

= 0

2(a + b − 1) + 2(2a + b − 4) + 2(3a + b − 3) = 0

2e1 + 2e2 + 2e3 = 0
1
3

e1 +
1
3

e2 +
1
3

e3 = 0

E(e) = 0
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Technical aside: OLS

OLS VII

∂F
∂a

= 0

2(a + b − 1)1 + 2(2a + b − 4)2 + 2(3a + b − 3)3 = 0

(a + b − 1)1 + (2a + b − 4)2 + (3a + b − 3)3 = 0

e1x1 + e2x2 + e3x3 = 0
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Technical aside: OLS

OLS VIII

Now, recalling that E(e) = 1
3e1 +

1
3e2 +

1
3e3 = 0, we have

e1x1 + e2x2 + e3x3 − 0 = 0

e1x1 + e2x2 + e3x3 − (e1E(x) + e2E(x) + e3E(x)) = 0

e1(x1 − E(x)) + e2(x2 − E(x)) + e3(x3 − E(x)) = 0 (e1 − E(e))(x1 − E(x))+
(e2 − E(e))(x2 − E(x))+
(e3 − E(e))(x3 − E(x))

 = 0

 1
3 (e1 − E(e))(x1 − E(x))+
1
3 (e2 − E(e))(x2 − E(x))+

1
3 (e3 − E(e))(x3 − E(x))

 = 0

COV (ex) = 0
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Technical aside: OLS

OLS IX

Where, in the last step we use E(e) = 0 from above, and make
the extra assumption that E(x) = 0.
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Technical aside: OLS

OLS X

That is, E(e) = 0 and COV (ex) are equivalent to the two first
order conditions for OLS.

This is general.

It means that if we think either of these conditions fails, then
OLS will not let us draw the ‘correct’ line through our data.
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Technical aside: OLS

OLS XI

But what if we estimate the wrong model?

Suppose the true process is

y = b + ax + cz + e

and we estimate

y = b̂ + âx + ê

Really this means that ê = e + cz.

If cov(x , ê) = cov(x , e + cz) = 0 then this is OK and we will
still get â = a, b̂ = b.

But if cov(x , ê) ̸= 0 we don’t.
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Technical aside: OLS

OLS XII

Consider the following simple example of school funding and
achievement.
Suppose

y is mean test scores at a school

x is spending per student at each school

z is the unobserved average ability of students at each school.

x = c1z is the funding rule. Usually, more money goes to
disadvantaged/low ability students so that c1 < 0.
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Technical aside: OLS

OLS XIII

Suppose that the true data generating process is

y = b + ax + cz + e

where a, c > 0 so test scores increase with funding and ability.
Rearranging the funding rule we have z = x/c1. If we substitute
this into the data generating process we get

y = b + ax +
c
c1

x + e

= b + (a +
c
c1
)x + e

Since we don’t observe z, we can only estimate

y = b̂ + âx + ê,

where ê = c
c1

x + e.
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Technical aside: OLS

OLS XIV

It is not too hard to show that

COV (x , ê) = COV (x ,
c
c1

x + e) ̸= 0.

It follows that OLS cannot give us the right answer.

Instead, we will get â = (a + c
c1
).

Since c > 0 and c1 < 0 (often), this is going to mean that
Eâ < a.

Copyright 2023, Matthew Turner 24



Technical aside: OLS

OLS XV

In fact, these kinds of regressions often find a negative effect
of school funding on test scores.

In this problem we say that x is an ‘endogenous variable’ in
this estimating equation and that our estimate of the effect of
spending on attainment is biased.

We will need to worry about this sort of thing when we try to
figure out the effect of climate on agricultural productivity.
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Mendehsohn, Nordhaus and Shaw (1995)

Climate and agricultural productivity I

Based on Mendelsohn et al., AER 1995.
First we need some notation to describe agriculture:

q ∼ output, e.g., wheat

p ∼ output price

R ∼ unit land price

K ∼ other inputs, e.g. machinery, labor, fertilizer

w ∼ price of other inputs

T ∼ climate; q = F (K ,T ) ∼ output as a function of inputs for
one unit of land, ∂F

∂K > 0,∂F
∂T =?
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Mendehsohn, Nordhaus and Shaw (1995)

Climate and agricultural productivity II

Suppose we collect data which describes wheat yields per
acre, input use and climate. Then we can estimate, the
production relationship as a linear function of inputs and
climate

q = F (K ,T ) + ϵ

= A0 + A1K + A2T + ϵ,

where ϵ is unobserved determinants of output, e.g., irrigation,
farmer skill.

A2 will reflect the sensitivity of yields to climate, which is the
number we want.

(To make things easy on ourselves, we’re requiring that F be
linear.)
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Mendehsohn, Nordhaus and Shaw (1995)

Climate and agricultural productivity III

There are (at least) two problems with this approach.
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Mendehsohn, Nordhaus and Shaw (1995)

Problem I – Endogeneity

Say that q also depends on farmer skill. Let I denote the extent of
(unobserved) skill and suppose that skill depends in a
deterministic, linear way on climate. That is, that I = B0T . In this
case, if the true model of agricultural production is

q = A0 + A1K + A2T + A3I + µ

and we have

= A0 + A1K + A2T + A3B0T + µ

= A0 + A1K + (A2 + A3B0)T + µ
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Mendehsohn, Nordhaus and Shaw (1995)

Thus, if we estimate

q = Â0 + Â1K + Â2T + ϵ

we’ll end up with Â2 = A2 + A3B0. That is, we’ll confound the effect
of climate with the fact that more(less) skilful farmers outbid
less(more) skilful farmers for better climates.

This is another example of the endogenous variable problem
we discussed in the context of school funding. It means that
we don’t have cov(T , ϵ) ̸= 0 in our estimating equation.

This endogeneity problem arises almost any time you try to
estimate a production function, so this is something you really
should not do.
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Mendehsohn, Nordhaus and Shaw (1995)

Problem II – Constraining crop substitution

When we estimate

q = A0 + A1K + A2T + ϵ

we are implicitly constraining farmers not to change crops (or to
change to pasture or urban) as climate changes. (In fact, these
sorts of studies are often done with data from experimental farms).
This means that we are constraining the sorts of adjustments a
farmer can make to climate.
We estimate the effect of climate on q yields correctly (subject to
endogeneity bias) but overestimate the effect of climate on the
value of agricultural productivity.
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Mendehsohn, Nordhaus and Shaw (1995)

from Mendelsohn et al, AER 1995
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Mendehsohn, Nordhaus and Shaw (1995)

Using land rent to infer the value of climate

To get around the problem of constraining crop choice, we will look
at the effect of climate on agricultural land values. To understand
why this works, we need more theory.
Farmers use the same technology and face the same prices as
before and solve,

max pF (K ,T )− wK − R

=⇒p
∂F
∂K

= w

Solving this gives us the profit maximizing choice of K for given
prices (really, a factor demand equation), K ∗(p,w ,T ).
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Mendehsohn, Nordhaus and Shaw (1995)

Farmers enter at each location until profits are zero (this is perfect
competition), so we have

pF (K ∗,T )− wK ∗ − R = 0

=⇒R = pF (K ∗,T )− wK ∗

Differentiating with respect to T ,

=⇒∂R
∂T

= p
∂F (K ∗,T )

∂T
+

[
p
∂F (K ∗,T )

∂K ∗
∂K ∗

∂T
− w

∂K ∗

∂T

]
=⇒∂R

∂T
= p

∂F (K ∗,T )

∂T
+

[
p
∂F (K ∗,T )

∂K ∗ − w
]
∂K ∗

∂T

and using the first order condition

=⇒∂R
∂T

= p
∂F (K ∗,T )

∂T
.

That is, since climate is not priced (you can’t buy it separately) the
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Mendehsohn, Nordhaus and Shaw (1995)

value of climate is reflected in land rent. Say that ‘the value of
climate is capitalized into land rent’.
This allows all crop choices (upper envelope of last figure), but not
general equilibrium price effects.
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Mendehsohn, Nordhaus and Shaw (1995)

How do we estimate the land rent equation?

There is no time series variation in climate, so use cross-section.
Idea: compare similar farms in Kansas and North Dakota and
attribute difference in land prices to climate.
Land price data is at the county level, climate data is at the
weather station level.
To get climate at the center of each county:

Get 1951-81 monthly average of 5511 weather stations for
Jan, Apr, Jul, Oct, temp and rainfall.

Predict weather at each station as a function of weather at
neighboring stations, latitude, longitude, elevation, distance to
stations.

Resulting ‘climate surface’, gives climate at every point, in
particular, all county centers. (The details are complicated, the
idea is easy).
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Mendehsohn, Nordhaus and Shaw (1995)

Not all counties are equally agricultural. We learn more from a
county A with 100% in agriculture with 50$ of revenue than we do
from county B that is 1% in agriculture and generates 2$ of
revenue.
To fix this (loose), draw two samples

Area weighted: 100 replications of county A, 1 of B

Revenue weighted: 50 replications of county A, 2 of B

In this way, we give more weight to places with more agriculture
Should we do this? Maybe unsuitability for agriculture is
informative too?
Which weights should we prefer? Revenue weights give more
weight to what happens in high value, non-grain crops. Area
weighted gives more weight to grain.
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Mendehsohn, Nordhaus and Shaw (1995)

Last problem: We observe land prices, not land rental price. Since
the model is about rental prices, we need to convert sale prices to
rental prices.
This takes a bit of theory.
Say a farmer can borrow M dollars at interest rate r =⇒ pay back
(1 + r)M in one year. Suppose the price of land is A per unit.

If R > rA then farmer borrows A, buys land, farms, sells land
for A, pays back (1 + r)A and is better off than if he had
rented the land. Thus, if R > rA, there is no demand for rental
land and rental prices fall.

Conversely, if R < rA then land owners sell their land and
rent, and rental prices rise.
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Mendehsohn, Nordhaus and Shaw (1995)

In equilibrium, we should have R = rA. That is, to get land rental
rate, multiply by the interest rate, Mendelsohn et al use r=5%.
As long as interest rates are the same everywhere (we’ll just look
at US here, so this is fine) and the asset price of land doesn’t
change for other reasons, e.g., close to a city (more problematic),
this lets us go back and forth between land price and rental price.
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Mendehsohn, Nordhaus and Shaw (1995)

With all these data in place, we can estimate the effect of climate
on land rent. That is,

R = A0 + A1T + A2T 2 + A3x + ϵ

where A1 and A2 are the parameters we care about, x is soil
characteristics, and ϵ is unobserved determinants of land rent. R is
measured in 1978 and 1982.
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Mendehsohn, Nordhaus and Shaw (1995)

Endogeneity of irrigation?

Suppose that irrigation is a function of climate, that is we irrigate
the dry places, but not the wet ones. Then we have, e.g., I = BT ,
B > 0 and our true agricultural land rent depends on irrigation too,

R = A0 + A1T + A2T 2 + A3x + A4I + ϵ

= A0 + A1T + A2T 2 + A3x + A4BT + ϵ

= A0 + (A1 + A4B)T + A2T 2 + A3x + ϵ
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Mendehsohn, Nordhaus and Shaw (1995)

Thus, if we estimate

R = Â0 + Â1T + Â2T 2 + Â3x + ϵ

we will actually get Â1 = (A1 + A4B). Since B > 0, Â1 > A1, so we
overestimate the sensitivity of rent on unirrigated land to climate.
Alternately, Â1 gives us the total effect of climate on productivity
after we allow time for people to build irrigation (This means we
understate damages by the cost of building new irrigation).
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Mendehsohn, Nordhaus and Shaw (1995)

from Mendelsohn et al, AER 1995
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Mendehsohn, Nordhaus and Shaw (1995)

Results:

Warmer temperatures are bad in Jan, Apr, Jul, don’t matter in
Oct.

Each unit of warming is worse than the one before.

Jan, Apr rain is good, Jul, Oct rain is bad.

no surprises, really.
Also look at farm REVENUE as a function of climate. This is less
interesting. It’s harder to interpret because costs could change
with climate, too. How would land values change if everyplace got
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Mendehsohn, Nordhaus and Shaw (1995)

5◦F = 2.8◦C warmer and 8% wetter?
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Mendehsohn, Nordhaus and Shaw (1995)

With a lot of difference in the effect from one place to another...
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Mendehsohn, Nordhaus and Shaw (1995)

Copyright 2023, Matthew Turner 47



Mendehsohn, Nordhaus and Shaw (1995)

From the table, the percentage change in the value of agricultural
output that would result from the hypothesized climate change is
between -6% and +1%.
Issues:

What are the standard errors of these estimates?

K is still endogenous. That is, the most skillful farmers could
occupy the worst/best land

General equilibrium price effects
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Mendehsohn, Nordhaus and Shaw (1995)

How bad is this?
From 1960 to 2010,

US corn yields increased from 21 to 46 bu/acre = 1.6%/year

US wheat yields increased from 55 to 153 bu/acre
= 2.1%/year

US cotton yields increased from 466 to 812 lb/acre
= 1.1%/year

While yields and revenue aren’t the same, and costs have probably
gone down over this period, climate change looks to be between 6
years of growth and zero, with uncertainty that we can’t describe
very well.
My calculations, data from http://www.nass.usda.gov/Statistics_by_Subject/index.php?sector=CROPS
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Conclusion: a climate damage function?
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My calculations, based on Nordhaus fig 3-3 and, appendix, and Nordhaus’ website

Where does this leave us?

Using the Mendelsohn et al. study, and others like it,
Nordhaus proposes a damage function

%∆GDP = −
(

1 − 1
1 − 0.0045∆T + 0.0035(∆T )2

)
So a 3 degree Celsius increase translates into about 2.8%
decrease in income (DICE 2008).
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Conclusion: a climate damage function?

Updating using more recent studies Barrage and Nordhaus
2023 propose

%∆GDP = 0.003467(∆T )2

(DICE 2023)

The two function are pretty close, especially compared with
the precision with which we estimate them.

This is in line with other estimates (probably partly because others
read Nordhaus)

IPCC 2007 ‘Impacts, Adaptation, and Vulnerabilities’ gives
1-5% gdp loss from 4 degrees Celsius of warming.

Stern says 5.3-13.8% loss from warming in 2200(not 2100)
from 3.9 degrees Celsius of warming (p 176) (though it is hard
to be sure exactly what the underlying assumptions are).
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Conclusion: a climate damage function?

Stern fig 6.2 summarizes other versions Nordhaus’ cost curve
(really, IPCC 2001 fig 19.4):

Monetary impacts as a function of level of climate change
(measured as percentage of global GDP).
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Conclusion: a climate damage function?

I think there are two important points to make about these
functions:

They are all talking about levels of GDP, not growth.

They all find pretty small effects for 3 degrees of warming.
Large effects come at much higher levels, that are not
expected (probably) for 200 years.

Note that these damage curves give us the next piece of our
puzzle, the relationship between warming and future
consumption.

Note that they are also, all, quite speculative.
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